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Abstract We show that the partial sums of the power series for a certain class of
entire functions possess scaling limits in various directions in the complex plane.
In doing so we obtain information about the zeros of the partial sums. We will only
assume that these entire functions have a certain asymptotic behavior at infinity.

With this information we will partially verify for this class of functions a con-
jecture on the location of the zeros of their partial sums known as the Saff-Varga
Width Conjecture.

Numerical results and figures are included to illustrate the results obtained
for several well-known functions including the Airy functions and the parabolic
cylinder functions.
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1 Introduction

In their 1976 paper [21] Saff and Varga made the following conjecture (see also
22,4]).

Saff-Varga Width Conjecture. Consider the “parabolic region”

So(r) = {z —z+iy:ly < Ka' 72 0> wo},

where K and xo are fized positive constants, and consider also the regions Sg(T)
obtained by rotations of So(T):

So(7) = € So(7).
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Given any entire function f of positive finite order X > 7, denote its n'™ partial
sum by pn(z). There exists an infinite sequence M of positive integers such that
there is no So(T) which is devoid of all zeros of all partial sums pm(z), m € M.

Essentially what this conjecture is saying is that if an entire function of positive,
finite order has a zero-free region, then that region may not be ‘too wide’—this
width depending on the order of the function.

According to Edrei, Saff, and Varga, their 1983 monograph [4] arose from an
attempt to settle this conjecture. In it the authors studied the partial sums of the
Mittag-Lefler function Fy,5 for A > 1. The function E;,5 can be considered a
generalization of the exponential function e® and is defined for z € C and A > 0
by

[eS)
Zk

E = —_.
When A = 1 the usual exponential function is recovered, and in general Fy,, is
an entire function of order .
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Fig. 1 Zeros of the partial sums p,[E](z) for n = 1,...,80 with A = 3/2. A zero-free region

can be seen opening to the right whose width is in agreement with the Saff-Varga Width
Conjecture.

Let

pnlE](2) = };} m

denote the n™® partial sum of F1 /. Edrei, Saff, and Varga found that the zeros of
pn[E] which do not converge to zeros of E;, grow at a rate comparable to
n\1/2
= et/ ) (X) ;
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and, more precisely, that the corresponding zeros of the scaled partial sums py, [E](1n 2)
converge to the curve

Sg = {z eC: )z’\exp(l —z)‘)‘ =1, |2] <1, and |arg z| < %}

U {z € C: |z =¢ '/* and larg z| > %}

In particular the authors proved the following two theorems which give detailed
information about how the zeros of the partial sums approach this curve Sg.

Theorem 1 (Edrei, Saff, and Varga)
' pn(rn (1+w\/2/(>\n))) 1
lim . =3

"= (14 wy/2/0)) " Bijalra)

uniformly for w restricted to any compact subset of C.

The function erfc here is known as the complementary error function and is

defined by
2 > 2
erfc(z) = — e ds,
y

where the contour of integration is the horizontal line starting at s = z and
extending to the right to s = z + oco. This function has infinitely many zeros, all
of which lie in the sectors 7/2 < |arg z| < 37/4 and approach asymptotically the
rays arg z = £37/4 (see, e.g., [5]).

Theorem 2 (Edrei, Saff, and Varga) Let £ € Sg with 0 < |arg§| < w/(2X) be
fized and set
T= |§|)‘ sin(Aarg&) — Aargé.

Define the sequence () by the condition
n=r7, (mod 27), -7 < Tp < T

Let

Co = f% log(27\) + % (1 - gk) + 1og(1i_£> ,

where log(2mA) is real and the determination of the last logarithm is such that

- < Imlog(li_g) <.

Put

_ logn + 2i1, — 2o
P (14 B T e

and consider all zeros of the polynomial in { given by

0n€) = palI(Pu = 25556
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where ry, and py[E] are as in Theorem 1. Givent > 0 (t not a multiple of 2 ), the
polynomial ¥r, has, in the disk || < t, exactly

QLLJ—Fl::%—i—l
2

zeros, all of them simple. Denoting these zeros of Yn by Cn,j, j = 0,£1,...,%¢,
then
Cnj =2jmi+nnyj,  G=0,%1,..., £,

where for fixed t
lim 7,,; =0.
n— oo

A similar result holds for & € Sg with |arg&| > 7/ (2A).

00

Fig. 2 The zeros of the scaled partial sums p1o5[E](r1052) with A = 2, shown with the curve
SE.

In the context of Hurwitz’s theorem these two results tell us that the scaled
partial sums p,[F](rnz) of the Mittag-Leffler function have zeros which approach
points £ € Sg with £ # 1 and |arg €| # 7/(2)) at a rate of ©(logn/n) and which
are separated from each other by a distance of @(n '), and zeros which approach
the point £ = 1 at a rate of @(n_l/Q) and which are separated by a distance
of Q(n_1/2). In fact this behavior is typical of all of the entire functions which
have been studied to date: informally, most of the zeros of the partial sums cluster
densely together and “fill” up most of the plane, and there are only a finite number
of exceptional arguments where the zeros are widely spaced and zero-free regions
like the one shown in Figure 1 exist.

To capture these observations, Edrei, Saff, and Varga proposed a modified
version of the Width Conjecture [4, p. 6].
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Modified Saff-Varga Width Conjecture. Let f be an entire function of posi-
tive, finite order \ and let pn(z) denote its n™ partial sum. We can find an infi-

nite sequence M of positive integers and a finite number of exceptional arguments
01,02,...,04 such that

(a) For any argument 0 # 05,5 =1,2,...,q, it’s possible to find a positive sequence
(pm)ment With pm — 00 and pm = O(m?/*) such that, for every fized e > 0,
the number of zeros of the partial sum pm/(2z) in the disk

—1+4e€

0
Z — pme

tends to infinity as m — co, m € M.

(b) For any exceptional argument 0; it’s possible to find an integer k > 2 and a
positive sequence (pm)men With pm — 0o and pm = O(m?* P®)) such that,
for every fized € > 0, the number of zeros of the partial sum pm/(2) in the disk

—1/k+e

‘z - pmewj < pmm

tends to infinity as m — oo, m € M.

One can check that a verification of the Modified Width Conjecture would
imply the truth of the standard Width Conjecture.

For the particular case of the Mittag-Leffler function, the scaling limit in The-
orem 1 verifies part (b) of the Modified Width Conjecture at the exceptional
argument = 0 with £ = 2 and Theorem 2 verifies part (a) along any argument
0 # 0,%7/(2)). Together with the fact that the zeros of I /5 lie asymptotically on
the rays argz = £7/(2)) these results imply that the original Saff-Varga Width
Conjecture holds for this function. The authors also proved versions of Theorems
1 and 2 for L-functions [4, p. 21], likewise verifying the Width Conjecture for those
functions.

Prior to Edrei, Saff, and Varga’s work, Newman and Rivlin derived the follow-
ing scaling limit for the partial sums of the exponential function.

Theorem 3 (Newman and Rivlin [14]) Let

n[exp (Z)=Z%

denote the n'™ partial sum of the exponential function. Then

L Prlexpl(n +wyn) 1 (%)

— erf
n—oo exp(n + wy/n) g ¢

uniformly for w restricted to any compact subset of C.

This limit serves to verify part (b) of the Modified Width Conjecture at the
exceptional argument § = 0 with £ = 2 in the particular case of the usual expo-
nential function just as Theorem 1 did in the case of the Mittag-Leffler function
with A > 1.

Later Norfolk obtained the following analogue of Theorems 1 and 3 which
verifies the Modified Width Conjecture at the exceptional argument 6 = 0 with
A=1, pp, =n, and k = 2 in the case of the confluent hypergeometric function.
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Theorem 4 (Norfolk [15]) Let

o0 k
z
Fi(Libiz) =T(0) Y o
171 (15 0; 2) (b)ki0 Th+D)
and let pp[1F1)(2) denote its n™ partial sum. If b € R with b # 1,0,—1,-2,...

then
L Poltfil(n+wyn) 1 (%)

= —erfc
n—oo ewvVny Fy(1;b;n) 2

uniformly for w restricted to any compact subset of C.

Other results in this same vein have been proved for binomial expansions [7],
for linear combinations of sections and tails of Mittag-Leffler functions [28] and of
classical Lindel6f functions [18], and most recently for Riemann’s Xi function [8].

The content of Edrei, Saff, and Varga’s monograph [4] inspired much of the
work that appears in this paper, and the Mittag-Leffler function E, , is essentially
the archetype of the functions we will consider. This paper is an attempt to make
progress toward a resolution of the Width Conjecture by proving general versions
of Theorems 1, 2, 3, 4, and related, thereby verifying the Modified Saff-Varga
Width Conjecture for the wide class of functions we consider in their sectors of
maximal growth. We discuss this further in Subsection 1.2.

1.1 A Riemann-Hilbert approach

In 2008 Kriecherbauer, Kuijlaars, McLaughlin, and Miller published a paper [10] in
which they undertook an analysis of the partial sums of the exponential function
using a version of the Riemann-Hilbert method of asymptotic analysis. Among
other things the authors obtained a complete asymptotic expansion of p,[exp](nz)
in the regime n — oo, z — 1.

They began by defining the function

L (sel—s)—n

211 , S—z

Fn(z) = ds,

where 7 is a simple closed loop around the origin passing through the point s = 1.
This function is related to the partial sums of the exponential function by the
formula

Fu(2) —(ez)  "pn—1lexp](nz) for z outside 7,
n{%) =
(ze' 7)™ — (e2)  "pn_1[exp](nz) for z # 0 inside ~.

Taking into account its decay as |z| — oo and the above jump as z crosses the curve
7, the authors formulated a Riemann-Hilbert problem (see Subsection 3.2) solved
by Fr(z). By applying the Riemann-Hilbert method to this problem they obtained
a complete asymptotic expansion for the scaled partial sums py,—1[exp|(nz) as
n — oo which is valid for all z in a neighborhood of the point z = 1, thereby
considerably improving on Newman and Rivlin’s limit in Theorem 3. From this
result the authors were able to obtain complete asymptotic expansions of the zeros
of the scaled partial sums py—1[exp|(nz) which approach the point z = 1.

The methods in this paper, and in particular in Section 6, are based on the
ones Kriecherbauer, Kuijlaars, Mclaughlin, and Miller used to obtain the above
results.
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1.2 This paper

In this paper we will verify the Modified Saff-Varga Width Conjecture for a class
of entire functions of positive, finite order with a certain asymptotic character in
their sectors of maximal growth.

We will focus on functions f which are “exponential-like” in the sense that
f(2) ~ exp(z") in one or more sectors in the plane, and which are bounded by
a smaller exponential exp(u|z|), p < 1, otherwise. For the sake of generality we
will allow f to have some subexponential factors in its asymptotic—in the case of
a single sector of maximal growth we will assume that f(z) ~ z%(log z)? exp(z*)
for some a,b € C, and in the case of two or more sectors of maximal growth we
will restrict this a little and only assume that f(z) ~ z%exp(z”) in those sectors.
Precise statements of these assumptions are given in Section 2.

Remark 1 These asymptotic assumptions can be generalized to include other rea-
sonably simple subexponential factors such as (loglog z)°. For the sake of simpli-
fying the exposition we will stick to simpler cases.

We will begin in Section 4 by deriving the limit curves for the appropriately-
scaled zeros of the partial sums of these functions f in a maximal exponential
growth sector |arg z| < #. Then in Section 5 we will prove analogues of Theorem 2
which we refer to as “scaling limits at the arcs of the limit curve”. We will then use
these scaling limits to verify part (a) of the Modified Saff-Varga Width Conjecture
for these functions f in the sector 0 < |argz| < 6. Finally in Section 6 we will
prove analogues of Theorems 1, 3, and 4 which we refer to as “scaling limits at the
corner of the limit curve”. We will use these scaling limits to verify part (b) of the
Modified Saff-Varga Width Conjecture at the exceptional argument arg z = 0.

In total we verify the Modified Saff-Varga Width Conjecture for these functions
f in the full maximal exponential growth sector |arg z| < 6.

In Section 7 we will apply the results in the preceding sections to several
common special functions. Among these will be the sine and cosine functions [23,
9,24,25,26], the confluent hypergeometric functions [15], the Bessel functions of
the first kind [27], and certain exponential integrals [16,27], all of which have been
studied before in some way in the listed citations (though some in less generality,
e.g. with tighter restrictions on the ranges of their parameters). For these functions,
scaling limits of the form in this paper have only been obtained for the confluent
hypergeometric functions (see [15]). We will also consider the Airy functions and
the parabolic cylinder functions, neither of which have, to my knowledge, been
previously examined in this context.

Remark 2 Varga and Carpenter state in [25] that the study of the behavior of the
zeros of the partial sums of sine and cosine near the top and bottom corners of
their limit curves is an open problem. We solve this problem in Subsection 7.1 of
this paper by applying Theorem 14. See, for example, the approximations obtained
in Figure 4.
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2 Definitions
2.1 Functions with one direction of maximal exponential growth

Let a,b € C,0 < A < 00,0< 60 <m, and u < 1. We say that an entire function f
has one direction of maximal exponential growth if
12) 2*(log z)? exp(2*) [1 + o(1)] for |arg 2| < 0, 1)
Z) =
O (exp(u|2|*)) for |arg z| > 0

as |z| — oo, with each estimate holding uniformly in its sector.

Note that without loss of generality we assume that the sector of maximal
growth is symmetric about the positive real line—if a function grows maximally
in some other direction we can replace z by (z for some appropriate ( € C with
|¢| = 1 so that the maximal growth sector of the rotated function is oriented as
desired. Similarly note that we assume f has been normalized so that the leading
coefficient in its asymptotic, as well as the coefficient of 2> in the exponential, are
both equal to 1.

For such an f, let

F0) &
k=0
denote the n'" partial sum of its power series and define

()" ®

For |arg z| < @ it follows from (1) that

frnz) e (erl_x)—n/*

r&(logryn)b(el/*z)n
= 2% (®) (3)
as n — 0o, where
p(z) = (z’\ —-1- /\logz)/)\. (4)
A straightforward calculation shows that ¢(1) = ¢’(1) = 0 and ¢" (1) = A, so

e(s) = (s =1 + O((s— 1)?)

in a neighborhood of s = 1. The inverse function theorem ensures the existence
of a neighborhood V' of the origin, a neighborhood U C U, of s = 1, and a
biholomorphic map v : V — U which satisfies

(pov)(z) =2 (5)

for z € V. This function ¢ maps a segment of the imaginary axis onto the path of
steepest descent of the function Re ¢(z) going through z = 1 with ¢(0) = 1, and
we make the choice that ¢'(0) = 1/2/A.

Definition 1 A contour 7 is said to be admissible for ¢ if
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1. « is a smooth Jordan curve winding counterclockwise around the origin.

2. In the sector |argz| < 6, v is a positive distance from the curve Rep(z) = 0
except for a part that lies in some neighborhood U, of z = 1. In this set U, the
contour ~ coincides with the path of steepest decent of the function Re ¢(z)
passing through the point z = 1.

3. In the sector |arg z| > 6, v coincides with the unit circle.

Let v be an admissible contour for ¢ and suppose for now that z # 0 is inside
the scaled contour r,7y. The function

f(z) _pnfl(z) — @(Z)
ZTL
is entire, so by Cauchy’s integral formula

)= g [ O g [ @S @

L
=t

for all integers m > 1, the second integral in (6) is zero. Making the substitution
¢ = rns and replacing z by rpz yields the identity

foa) prcalrat) L g 2

(rnz)"

Since

which holds for z # 0 inside 7. (This construction is a special case of the one in
[3, p. 436] for an integral representation of the error of a Padé approximation.)
Define the function

F.(z) = W)WL (61/,\8)*"]0(%8)8%92 (7)

211

for z ¢ v, z # 0. For z inside v with z # 0 it follows from the derivation above
that

F (Z) f(?"nz) pnfl(rnz)
ra(logry)b(elt/Az)n
The value of F,(z) for z outside v can be calculated using a similar derivation or
by using the residue theorem, and in total

F.(z) = 1 {;pn—l(rnz) for z outside v, ()

r&(logryn )b (el/*22)n (rnz) — pn—1(rnz) for z # 0 inside ~.

In particular we have

e J(rm2)
Fi(2)=Fy () + ra(logrn ) (el/2z)n’ 2E€7

where Fif (resp. F,, ) refers to the continuous extension of F, from inside (resp.
outside) « onto ~.
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Let v =yN{z € C: |arg z| < 0} and define

Gul(z) = = / et 98 (9)
e

T 2mi s—z
where ¢ is as in (4). Plemelj’s formula (Proposition 2) implies that
Gi(2) = Gu(2) +e™, zem,

where G;7 and G, refer to the continuous extensions of G, from the left and right
of ¢ onto 7s, respectively. Based on the asymptotic (3) and the fact that the saddle
point of the function ¢(s) is located at s = 1, we expect that Fy,(z) = Gn(z) for
z~ 1 as n — co. Something to this effect is shown in Lemma 7.

Just as in [10, p. 189] we define

he) = - /Ooe"“ o ec\R

“omi ), u—¢’

and

Pu(z) = h(=ivay ' (2)),  2€ U\, (10)

where 1 and U are as in (5). Plemelj’s formula implies that
Rt (z)=h" () + e, z €R,

where R is given the usual orientation from —oco to +00, and setting z = ¥ (iz/\/n)
yields
Pl (2) = Py (2) 4+ e™?®), z € UnN~s.

Here + and — indicate approaching the contour vy from the left and from the
right, respectively.

2.2 Functions with two directions of maximal exponential growth
Let a,b,A € C,0< A< oo, p<1,and ¢ € Cwith |{| =1, # 1. Let 0 € (0,7)

be small enough so that the sectors |arg z| < 0 and |arg(z/¢)| < 0 are disjoint. We
say that an entire function f has two directions of maximal exponential growth if

z® exp(z)‘) [1+0(1)] for |arg z| < 0,
F(z) = { A(z/¢)" exp((2/¢)*) [L +o(1)]  for |arg(z/¢)| < 6, (11)
O (exp(ul2]*)) otherwise

as |z| — oo, with each estimate holding uniformly in its sector.

Without loss of generality we assume that one sector of maximal growth is
symmetric about the positive real line—if neither of the function’s directions of
maximal growth are bisected by the positive real line then we can replace z by wz
for some w € C with |w| =1 so that one of those directions is as desired. Similarly
we assume that f has been normalized so that the leading coefficient, as well as
the coefficient of z* in the first exponential and the coefficient of (z/¢)” in the
second exponential, are all equal to 1 in its asymptotic along the positive real line.
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For this f, let

n

(k)
MBS SEAUEY

k!
k=0
define
nA 1/2
m=(3)" (12)
let

p(z) = (zA -1 —Alogz)/z,

and let v be an admissible contour for ¢, just as in Subsection 2.1.
Define

_ E /A2 \"" ds
F.(2) = o] /W (e s) f(rns)87z (13)
for z ¢ 7, z # 0. Analogous to the computation in subection 2.1,
Fu(z) = 11)\ —Pn—1(rnz) for z outs?de"y, (14)
rd(et/Az)n frnz) —pn—1(rnz) for z # 0 inside .

2.3 Functions with more directions of maximal exponential growth

Let a,b1,...,bm,A1,...,Am € C,0 < XA < oo, u <1, and (1,...,(m € C with
€kl =1, {x #1forall k=1,...,m and (; # (x for j # k. Let 6 € (0,7) be small
enough so that all of the sectors |argz| < 0, |arg(z/Ck)| < 0, k = 1,...,m, are
disjoint. We say that an entire function f is a has m + 1 directions of maximal
exponential growth if

2 exp(zk) [1+0(1)] for |arg z| < 0,
Ax(z/G)" exp((2/¢1)Y) [L+o(1)]  for |arg(2/G1)| < 0,

f(z) = : (15)
Am (2/Cm)"™ exp((2/¢m)*) [L+0(1)]  for |arg(z/¢m)| < 6,
O(exp(u|z|*)) otherwise

as |z| — oo, with each estimate holding uniformly in its sector. For this f, let,
pn(2), rn, and Fy,(z) be defined as in Subsection 2.2. For convenience of notation,
define bp = a, Ao =1, and {p = 1.

3 Technical preliminaries

3.1 Cauchy integrals

Here we will state two important facts about Cauchy integrals. Proofs of these as
well as further details can be found in [12,13,6].
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Definition 2 (Cauchy integrals) Let L be a finite, smooth, oriented curve
(which may be a closed contour) and suppose that g: C — C is integrable with
respect to arc length on L, i.e.

/ lg(0)]|dt] < 0.
L

For z € C\ L the Cauchy integral of g is defined as

Colgl(z) = = / 9®) 4

_% Lt*z

Proposition 1 The function Cr[g] is analytic on C\ L and Cr[g](z) = O(z™1)
as |z| — oo.

Proposition 2 (Plemelj formulas) If g is Hélder continuous on L then Cr[g]
has extensions from the left of L onto L and from the right of L onto L denoted by
Ci lg] and Cj [g], respectively, which are continuous except possibly in arbitrarily
small neighborhoods of the endpoints of L. If ¢ € L is not an endpoint of L, or if
it is an endpoint and g({) = 0, then

CElo)(©) = ﬁ”ﬂ%dti 99,

where P. V. f is a principal value integral, and hence

Cr191(¢) — L [9)(¢) = 9(0).

If L is an arc which connects a to b, a,b € C, then there exists a function Hg
defined in a neighborhood of a which is analytic on L¢ (the complement of L),
continuous at a, and has continuous extensions onto L\ {a} from the left and the
right such that
g(a) 1
C = 1 H,
1012 = 2D tog 1 4 Ha(2)

for z near a, where the branch cut of the logarithm coincides with L. For z near b
there is an analogous function Hy such that

Culolz) =~ 42 tog L+ Hi2),

where again the branch cut of the logarithm coincides with L.

3.2 Scalar Riemann-Hilbert problems

Let L be an oriented curve in the plane and let g be a function defined on L. If L
is a closed contour set L* = L, and if L is an arc which begins at z = a and ends
at z = b, set L* = L\ {a,b}. A scalar Riemann-Hilbert problem is a problem of
the following form.

Riemann-Hilbert Problem 1. Seek an analytic function &: C\ L — C such
that
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1. @ has continuous extensions &+ and &~ from the left and right of L*, respec-
tively, onto L™,

2. () =7 (¢) = 9(¢) for ( € L7,

®(z) — 0 as |z| — oo,

4. if ¢ is an endpoint of L then &(z) = O(|z — ¢|™**¢) as z — ¢ with z € C\ L
for some € > 0.

o

Proposition 3 If L has finite length and if g is Hélder continuous on L then
& = Crlg] is the unique solution to Riemann Hilbert Problem 1.

A proof of this result can be found in [13, sec. 78].

4 Limit curves for the zeros of the partial sums

In this section we will calculate the set of limit points in a certain sector of the
(appropriately scaled) zeros of the partial sums of the Maclaurin series for the
functions f we are interested in. Just as in the examples discussed in Section 1,

as the degree of the partial sum tends to infinity its scaled zeros converge to a
piecewise-smooth curve in the plane.

4.1 One direction of maximal exponential growth

Using the definitions in Subsection 2.1, let f be an entire function with a single
direction of maximal exponential growth.

Theorem 5 All limit points of the zeros of the scaled partial sums pn—1(rnz) in
the sector |argz| < 0, z # 0 lie on the curve

‘z>‘ exp<1 — z’\)’ =1, |z| < 1.

Further, these zeros approach this curve from the region |2* exp(1 — 2*)| > 1.

In fact we will show that if z = z(n) is a zero of pp—1(rnz) which converges to
a point zo with |arg zo| < 0, z0 # 0,1 then

’z exp(l—z )‘ =1+ )\losn +O(n_l)

as n — oQ.

4.1.1 Proof of Theorem 5

Split the integral for Fj, into the two pieces

= logrn <[Y9 L\ve) 1//\ Wf(rns)s(fsz’ (16)

where g is the portion of 7 in the sector |arg z| < 6.




14 Antonio R. Vargas

Lemma 1 If z is restricted to any sector |arg z| < 0 — ¢ with € > 0 then

[, (@29) a2 = o)
Y\Ve

z
as n — oo uniformly in z.

Proof. For any € > 0 there exists a constant K > 0 such that |s — z| > K for
all s € v\ vg and all z with |argz| < 6 — €. Also, it follows from the asymptotic
assumption on f in (1) that for all z large enough with |argz| > 6 there is a
constant M such that

£ < Mexp(pl2l).

Since the contour v\ 7s lies on the unit circle in the sector |arg z| > 6, it therefore
follows from the above assumptions that

fv\v (el/ks) 7nf(rns) s %gz

for all n large enough. O

< K~'M length(y \ v)e~Dm/*

Define the function §(z) for |arg z| < 6 by

f(2) = 2"(log 2)? exp(2™) [1+6(2)]. (17)
This implies
n a _n S 1 b
r%(logigbzl/ks)" = 5%e™?() (1 + Alo(;gri) [1+46(rns)]

for s € 7g. By then defining

b
S5(rn, s) = <1 + 1})(;;) [1+6(rns)] — 1 (18)

the integrand of the first integral in (16) can be rewritten as
5% 4 1?5, s).

It then follows from (16) and Lemma 1 that, for some constant ¢ > 0,

271 s—z 2w s—z

Fn(z):i/ Saenw<s>£+i/ e (. -2 4 0™ (19)
Yo Yo

as n — oo uniformly for z restricted to any sector |argz| < 6 — e with € > 0.
For € > 0 define N to be the set of all points within a distance of € of the
curve p.

Lemma 2

/Saemp(ﬂﬂ: s 2i_|_0(n—1>
o

s—z 1—2zV An

as n — oo uniformly for z € C\ Ne with € > 0.
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Proof. Fix € > 0. Using the same method as in the proof of Lemma 1 it can be
shown that the integral over the part of the contour outside of U is exponentially

small, so that
/ Saencp(s)g :/ saencp(s) (is +O( 7cn)
Yo §—% YoNU S

as n — oo uniformly for z € C\ N, where ¢ is some positive constant not depending
on n or z. Making the substitution s = (it) yields

a _ne(s) ds _ 2 —nt? a “ﬁ (Zt) —cn
/Wse“a 75_2_/_me vlit) a0 (@)

for some a1, as > 0.

Now write
a “/,() _r 2
where
7 . i a “/) (Zt) _ a W’(O)
00, 2) = w(it)" S (0 i

By taking U smaller if necessary it is tedious though straightforward to show by
Taylor’s theorem that for all z € C\ N¢ and for all t € [—a1, az] that

(¢, 2)| < M]t]

for some constant M not depending on z, and therefore that

s
’/ e (L, 2) dt‘ <M [ e "|tdt

—a

oo 2
< 2M/ e " dt
0

n .

Substituting this into (20) and using the fact that

/ e—nt7 dt:\/E+O(€_C/n)
—a; n

for some constant ¢’ > 0 yields the estimate
[ oot [ ot
Yo §—z —aq

=1izﬁ+o< ) o)

as n — oo uniformly for z € C\ Ne. O

/ Saengo(s)g(rn S) ds _ O(n—1/2>
Yo Ts—x

as n — oo uniformly for z € C\ Ne with € > 0.

Lemma 3




16 Antonio R. Vargas

Proof. Fix € > 0 and let U’ C U be a neighborhood of z = 1 such that

sup |z — 1] <e.
zeU’

As in Lemma 3,

/ 2O, 5) 22 :/ $"e" b, 5)
o §=2  Jynur

as n — oo uniformly for z € C\ N, where c is some positive constant not depending
on n or z, and the substitution s = ¢ (it) yields

+O( M

a _ne(s) s ds _ o¢'2 —nt? .\a “ﬁ/(lt) N . —cn
/Ws e, )2 _/—aae 0(it)* B, w(it) de + O™

for some o, a5 > 0. If 2 € C\ Ne and t € [—af, ab] then |¢(it) — 2| > K for some
positive constant K, so that

_m e i’ (it)
‘ I ) Sl o) i

<k [T e A sup [t s (i0)5(rm, (it))
—af —a) <t<aj
M -
< — sup 6(1n, (it
\/ﬁ—a’1<t<a’2 ( ( ))‘

for some positive constant M. Note that U may need to be made smaller to ensure
that 1’ (it) is bounded—doing this doesn’t cause any issues.

By definition §(z) — 0 as |z| — oo uniformly for |arg z| < 6, and so §(rps) — 0
as n — oo uniformly for s € vy. By extension this holds for S(rn7 s) as well, and
thus

lim  sup 6(7’”,1/1(2'15))) =0.
n—00 —af <t<al,
O
Combining Lemmas 2 and 3 and equation (19) yields the asymptotic
1 —1/2
Fro(z) = ————+ o(n ) 22
n(2) (1—-2)vV2rAn (22)

as n — oo uniformly for z € C\ N, with |arg z| < 6 — € for any fixed € > 0.
Suppose that z = z(n) is a zero of pp—1(rn2), i.e. that pp—1(rnz) = 0. Suppose
further that, as n — oo, z tends to a limit point inside v and in the set

{z€C:largz| <0 and z # 0,1}.

Then for n large enough there is an € > 0 such that |argz| < 0 —e and z € C\ N,
and so from the definition of F),(z) it follows from (22) that

f(TnZ) 1 B ef(log n)/2
ra(logrn)b(el/22)" (1 —2)V2rdn (1 — 2)V27A
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as n — oo, and from the asymptotic assumption on f in (1) that

2® [z)‘ exp(l — 2’)\)} 2 ~ (16_(1:;;702/7?)\ (23)

as n — oo. If g(n) = ©(1) then
lg()"" =1+ 0(n7)

as n — 0o, so taking absolute values and raising both sides of (23) to the power

—\/n yields
’z)‘ exp(l — z>‘>‘ = eXp(Al;sn) [1 + O(Tfl)}
—14 M;f” +o(n*1) (24)
as n — oo.

It follows from the above asymptotic that the limit points zg of the zeros of
pn—1(rnz) inside v with |arg zo| < 6, z0 # 0 lie on the curve

‘zé‘ exp(l — zé‘)‘ =1,

or, equivalently,
Rep(z0) = 0.

Further, the exterior of this curve in this region is characterized by the inequality

2 exp(l — z)‘)‘ > 1,

so the zeros approach this limit curve from the exterior. Finally, as an admissible
contour may be taken to lie as close to the lines Im ¢(z) = 0 as desired, the only
such limit points zp in the whole set

{z€C:Rep(z) >0tU{z€C:Rep(z) <0and |2| <1}

must lie on the curve Re ¢(z0) = 0.
Suppose now that z is a zero of pp—1(rnz) which lies in a sector |arg z| < 0 —e
with € > 0 and in the set

{z€C:Rep(z) <0and |z| > 1}\ Nc

for n large enough. Then z eventually lies outside of v, and so Fi,(z) = 0 by (8).
From equation (22) it follows that

1 _

as n — 0o, and, on multiplying this by y/n, that
1
0=——"—+0(1
(1—2)V2rA )
as n — 0o. The only way this is possible is if |z| — co.
Since € > 0 was arbitrary, it follows that the zeros of pn—1(rnz) have no limit
point in the set
{z€C:Rep(z) <0and |z| > 1}.

This completes the proof.
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4.2 Two directions of maximal exponential growth

Using the definitions in Subsection 2.2, let f be an entire function with two direc-
tions of maximal exponential growth.

Theorem 6 All limit points of the zeros of the scaled partial sums pn—1(rnz) in
the sector |arg z| < 0, z # 0 lie on the curve

‘z)‘exp(l—z)‘)’ =1, |z] < 1.
If Rea # Reb, define @« = min{Rea,Reb}. In this case the zeros approach this
limit curve from the region |2* exp(1 — z)| > 1 if &« — Reb+ \/2 > 0 and from
the region |2* exp(1 — 2*)| < 1 if @ — Reb + A/2 < 0.

In fact we will show that if Rea # Reb and if z = z(n) is a zero of pn_1(rnz)
which converges to a point zg with |arg zo| < 6, zo # 0 then

2 eXp(l - ZA)‘ =1+ (a—Reb+ %) loin +O(n_1)

as n — o0o. This formula also holds when Rea = Rebd as long as

20 g{weC:|¢—w| =]A(1—w)[}

4.2.1 Proof of Theorem 6

Call y1 the part of v in the sector |arg z| < 6, call y2 the part of v in the sector
larg(z/¢)| < 6, and call v3 the part of v outside of either of those sectors. This
allows us to divide the integral in the definition of F,(z) in (13) into three parts

L=

which will be analyzed separately.
Using a method identical to the proof of Lemma 1 it can be shown that

/W‘ (ems) —”f(rns)sfsz _ O(e(u—l)"/k) (25)

as n — oo uniformly for z restricted to any sector |arg z| < 6 — e with € > 0, and
using a method identical to the proofs of Lemmas 2 and 3 that

[ () st = o) e

as n — oo uniformly for z in any set C\ Ne with € > 0. Here Ne is defined to be
the set of all points within a distance of € from ~1.

For € > 0 define N to be the set of all points within a distance of € of the
curve ~ya.
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Lemma 4

/72 (el/ks)_nf(rns)sdjz = ZAélz, b \/i-‘- O(Tnn_l/Q)

as n — oo uniformly for z € C\ N. with € > 0.

Proof. By the asymptotic assumption on f in (11), for |arg(z/¢)| < 6 we can write

1(2) = A/ exp((2/0)) [1+5(2)], (27)

where 6(z) — 0 uniformly as |z| — oo in this sector. This implies

<iff}"§f))n = AT rn(s/Q)" €14 6(rns)]

for s € 2, where
B(s) = (/0" = 1= Alos(s/Q)] / A

allowing us to split the integral in question like

[yg (el/ks) 7nf(rns)scfsz

= ACT, ( L Q(s/g)bema(s)Sd_—Sz + A 2(S/C)ben¢(s)5(rns)sdjz> @)

By the inverse function theorem there exists a neighborhood V of the origin, a
neighborhood U of s = ¢, and a biholomorphic map : V — U which satisfies

(@ o)(a) =2

for z € V. It follows that 1)(0) = ¢, and we make the choice that ¢’(0) = ¢+/2/.
This function ¢ maps a segment of the imaginary axis onto the path of steepest
descent of the function Re ¢(2) going through z = (.

The rest of the proof proceeds just as the proofs of Lemmas 2 and 3 by using
@ and ¥ in place of ¢ and ), respectively. O

Combining equations (25), (26), and Lemma 4 yields the asymptotic

! "TZ“ —-1/2 —a, —1/2
Fn(z)=(1_z)1m+(;‘_<z)m+o(n ) wo(ren ) 20)

as n — oo uniformly for z € C\ Ne restricted to the sector |arg z| < 6 — €, where
€ > 0 is arbitrary but fixed.

Suppose that z = z(n) is a zero of pn—1(rnz) which, as n — oo, tends to a
limit point inside v and in the set

{z€C:largz| <0 and z # 0,1}.

Then for n large enough there is an € > 0 such that |argz| < 6 —¢c and z € C\ Nk,
and so from the definition of F,(z) it follows from (29) that

flrnz) 1 ACl " b ¢ —1/2 b—a, —1/2
ra(el/22)" (1 —2)V/2mAn * (C—z)\/Qﬂ')\n +0(“ ) +0( )
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as n — 0o, and from the asymptotic assumption on f in (11) that
—n/X
2® [Z)\ exp(l - z)‘)} [1+0(1)]

B 1 ACl—nTZ—a Y boa 1/
—(1_2) rr)\n—'—(C—z)\/m—'_o(n 12)—1—0( n 12) (30)

as n — oo.
If Rea > Reb then

2¢ [z)‘ exp(l - z’\)} /i @_z)ﬁ

and hence, just as in (24),

‘z)‘exp(l—z)‘)‘ _1_‘_)\120571_'_0(”_1) (31)

as n — oo. If instead Rea < Reb then

n 1-n_b—a
P {ZA exp(l — Zkﬂ /A -~ ((ACZ)\;;TW

and hence

’zkexp(lf,z)‘)‘:lJr(ReafRebJr%) logn+0< ) (32)

as n — oo. Finally suppose Reb = Rea, so that

z* {z)‘ exp(l - z)‘)} o [1+0(1)]

1¢— 1
(a1 1"b“+01)7 33
< 1—=2 S (¢ —2)V2rAn (33)
as n — oo. Note that [¢*~"r57%| = 1 in this case, so for n large enough the

quantity in parentheses is bounded below in absolute value by a positive constant
unless
C

— |Al.

If z does not tend to a point on the circle
{weC:[¢—wl =]AQ1—w)[}

then taking absolute values and raising both sides of the equation to the power

—\/n yields
‘erxp(l—zA)’—l—l—)\lOgn—FO( ) (34)
as n — 00. Suppose now that z does tend to a point on the circle
{fweC:[¢—w| =[A1-w)},
define

)
n— oo

M:limsup‘A 1672 -I—Cl mpbme
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and note that M > 0. It follows that

—-A/n
lim inf |[A~ 14 1=npb=a =1. (35)
n— oo
If N
limsup‘A i —|—C1 npb-a #£1
n—r oo
then \
li —1C 1—-n b a —A/m
im |A +§
n— oo 1-—

does not exist. However, by the above assumption on the convergence of z as
n — oo it’s true that

1 —A/n
, and lim

n—oe | ({ — 2)V2wAn

lim
n— o0

zfa)\/n‘

, lim 2 exp<1 — z’\)
n— oo
all exist. Consequently it follows from (33) that

—A/n

n— 00

lim ‘A—li +C1nba

exists, and then from (35) that this limit is equal to 1. Altogether, this implies
that
’zk exp(l—zk)‘ —1+o0(1) (36)
as n — 0o.
It follows from the asymptotics in (31), (32), (34), and (36) that the limit
points zg of the zeros of pn—1(rnz) inside v with |arg zo| < 6, zo # 0 lie on the
curve

‘z())‘ exp(l — z())‘)’ =1,

or, equivalently,
Rep(z0) = 0.

Further, the exterior of this curve in this region is characterized by the inequality
‘z)‘ exp(l — z’\)’ > 1,

so if Rea # Re b and we set @« = min{Re a, Re b} then the zeros approach this limit
curve from the exterior if  —Re b+A/2 > 0 and from the interior if « —Re b+X/2 <
0. If Rea = Reb then the zeros which approach points of the curve which are not
on the circle

{weC:[¢—w =[A-w)}

do so from the exterior.
As an admissible contour may be taken to lie as close to the lines Im ¢(z) = 0
as desired, the only such limit points zp in the whole set

{z€C:Rep(z) >0}U{z€C:Reyp(z) <0and |z| <1}

must lie on the curve Re ¢(z0) = 0.
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Suppose now that z is a zero of pp—1(rnz) which lies in a sector |arg z| < 0 —e
with € > 0 and in the set

{z€C:Rep(z) <0and |z| > 1}\ N

for n large enough. Then z eventually lies outside of -, and so Fi,(z) = 0 by (14).
From equation (29) it follows that

1 A —1/2 b—a_—1/2
0= + +o(n +olr, n
(1—-2)vV2rAn  ((—2)V21An ( ) ( )

as n — oo.
If Rea > Reb then multiplying through by \/n yields
0= S +o(1)
(1—2)V2rA
as n — oo, and the only way this is possible is if |z|] — co. If Rea < Reb then
multiplying through by r2~°\/n instead yields
Acl—n
0=—"——+0(1
(¢ —2)V2rA )
as n — 0o, and we again conclude that we must have |z| — co. Finally if Rea =
Reb then multiplying through by +/n yields

1(¢— “m b 1
0= AIC Z+1nrb a) +o(1
( 1—=2 ¢ " (¢ —2)V2rA M)
as n — 0o. Again, the only way this holds is if |z| — oo.
Since € > 0 was arbitrary, it follows that the zeros of pn—_1(rnz) have no limit
point in the set
{z € C:Rep(z) <0and |z| > 1}.

This completes the proof.

4.3 Generalization to more directions of maximal growth

It’s not difficult to extend the results in this section to functions with m~+1, m > 0,
directions of maximal exponential growth as defined in Subsection 2.3.
We can derive an analogue to equations (22) and (29), specifically

a 1 = | ARGy b be —1/2
TnFn z)= +o Tnk/n’ 37
(2) V2man o Ck — 2 ( ) (37)

as n — oo uniformly with respect to z as long as z remains in any sector
larg(z/C¢k)] < 0 — € with ¢ > 0, Kk = 0,1,...,m, and remains bounded away
from ~. Following this we would proceed just as before to conclude that the limit
points of the zeros of the scaled partial sum p,_1(rpz) in the sector |argz| < 6,
z # 0 all still lie on the curve

‘zA exp(l — z’\)’ =1.
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If Rea > Reby for all kK = 1,...,n then the zeros will again approach these
limit points from the exterior of the curve. The main complication that may arise
is if Rea is equal to a number of the quantities Re bx, and in that case it may be
more difficult to determine where the analogue of formula (32),

’z)‘exp(l —z)‘>‘ =1+ <Rea—Rebk + %) 10% +O(n_1)

for some k € {1,...,m}, will hold.

5 Scaling limits at the arcs of the limit curve

In this section we aim to study the zeros of the scaled partial sums pp—1(rn2)
which approach the smooth arcs of the limit curve

S:{ZE(C: )z)‘exp(l—z)‘)‘ =1 and |z| Sl}

in the sector |argz| < 6. We will determine how quickly these zeros approach
the curve, track their movement and the spacing between them, and ultimately
calculate a certain limit of the partial sums depending on an argument which
follows the zeros in their approach.

The results in Subsections 5.1, 5.2, and 5.3 can be seen as generalizations
of Theorem 2 which was originally obtained by Edrei, Saff, and Varga in their
monograph [4].

5.1 One direction of maximal exponential growth

Using the definitions in Subsection 2.1, let f be an entire function with a single
direction of maximal exponential growth.

We showed in Section 4 that the limit points of the zeros of the scaled partial
sums pn—1(rnz) in the sector |arg z| < 0, z # 0, lie on the curve

S = {z eC: )z’\exp(l —z’\)‘ =1and |z| < 1}.
Note that if £ is a point of S then
Re(g’\ . )\logf) —0.
Theorem 7 Let £ be a point of S with |arg&| < 0, € # 1 and define
T= Im(§>‘ -1- )\logf) .
Define the sequence T, by the conditions
™

— =7, (mod 27), T < Th <T

A
and let

logn w — 1Ty
nw) =¢ <1 Ta-e9n a —@)n) |
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Then _
o Pt (rzn(w) _ ‘

P frazm@) g1 — )V

uniformly for w restricted to any compact subset of C.

Remark 8 Theorem 7 gives us precise asymptotics for individual zeros of the scaled
partial sums p,—1(rnz) near a given point £ on the arcs of the curve S. Details of
this are given in Subsection 5.4, where we use that information to verify part (a)
of the Modified Saff-Varga Width Conjecture for this class of functions.

5.1.1 Proof of Theorem 7

Let 9 be the portion of 7 in the sector |argz| < 6 and for € > 0 define N¢ to
be the set of all points within a distance of € of ~y. It was shown in the proof of
Theorem 5 (see equation (22)) that

z) = 71 o(n~1/?
Fal2) = (1_z)\/m+ ( ) (38)

as n — oo uniformly for z € C\ N, with |arg z| < 6 — € for any fixed € > 0.
Because Re p(§) = 0 and because v is an admissible contour for the function
@, € > 0 can be taken small enough so that

inf |£ — .
;1617|£ s|>e€

Consequently if w is restricted to a compact subset of C then z,(w) ¢ Ne and
larg zn (w)| < 6 — € for all such w if n is large enough. It follows from (38) that

Faen()) = Zn(:))m +o(n12)

1
(1—-&Vv2rAn

as n — oo uniformly for w restricted to any compact subset of C. Then, since
zn(w) is inside ~ for n large enough, (8) implies that
) (alromale) )
ri(logrn)(er/ 2 zn(w))™ \ f(rnzn(w)) (1—&V2mAn

as n — oo uniformly for w restricted to any compact subset of C.
It follows from the asymptotic assumption on f in (1) that

~

(39)

f(rnzn(w)) ~ faerizn(w)*

ri(logrn)®
_ La n&? logn w—itn \
¢ exP{A(”M—e)n‘ <1—5k>n) }
o n&? Alogn AMw —i7,)
~eren 5 (14 g~ e )

A A .
_ ¢a, 6N/[21-¢Y)] ng®  ENw —it)
=& eXP{T ST e
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as n — oo uniformly for w restricted to any compact subset of C. Since

n_ m logn w—1itn \"
ot = (14 55255 - =)

e logn W —iTy
=t eXp{”l‘)g(”m—Wn <1—5A>n)}

Nf"exp{ logn w—iTn}
2

(1-¢) 1-¢&
_ e 1/20-6Y)] exp{_ui = Zn }

it then follows that

f(rnzn(w)) e —1)2 n(E —1— Mogé) N }
ri(ogra) (e Az~ S " e"p{ X b w— i

= ganflp exp{% +w— ’iTn}
— é-an—l/Qew (40)
as n — oo uniformly for w restricted to any compact subset of C.
Substituting (40) into (39) yields the limit

Pr—1(rnzn(w)) e’®

frnen(@) T g1 — 6)vamn

as n — oo uniformly for w restricted to any compact subset of C, which is exactly
the limit we desire.

5.2 Maximal growth in two directions and its effect on the scaling limit

Using the definitions in Subsection 2.2, let f be an entire function with two direc-
tions of maximal exponential growth.

We showed in Section 4 that the limit points of the zeros of the scaled partial
sums pp—1(rnz) in the sector |arg z| < 0, z # 0, lie on the curve

S = {z eC: ’z)‘exp(l—zAﬂ =1and |z| < 1}.
Note that if £ is a point of S then
Re({’\ . Alogf) —0.
Theorem 8 Let & be a point of S with |argé| < 6, £ # 1 and define
7=Im(€" ~1- Alogg).

Define the sequence Tn, by the conditions

™

— =7, (mod 27), T <Th <7

A
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and let

1 . logn w — Ty
nlw) =¢ <1 HECRE G —wn) '

Define the sequence oy, by the conditions

narg( = o, (mod 2m), —n<op <7

and let

zi(w):f[l—&—(a—b—ﬁ—)\) logn wfwnfm'n}

2)M1-&n (1-&n
If Rea > Reb then

im Proi(mmza(w) et
nli)rr;o f(rnzrlL(w)) =1 é‘a(l _ g)ma
if Rea < Reb then
lm Proiazm(w) ) AQTH e
n—oco  f(rnzd(w)) £a(C —E)Varn

and if Rea = Reb then

pnl(wi(w))l( 1 ACl_”“’l”) o)
é'a

Flrnzh(w)) ¢ (—¢ N3N

as n — oo. All three limits are uniform with respect to w as long as w is restricted
to a compact subset of C.

Remark 4 Depending on the balance between Rea and Reb there are three pos-
sible forms of the scaling limit in this case, compared to only one when f has a
single direction of maximal growth as in Subsection 5.1. Examples of these extra
scaling limits are given in Section 7 (in all subsections except 7.3).

Remark 5 Just as with Theorem 7 in the case of one direction of maximal growth,
Theorem 8 gives us precise asymptotics for individual zeros of the scaled partial
sums pn—1(rnz) near a given point £ on the arcs of the curve S in the case of
two directions of maximal growth. Details of this are given in Subsection 5.4,
where we use that information to verify part (a) of the Modified Saff-Varga Width
Conjecture for this class of functions.

5.2.1 Proof of Theorem 8

Let o be the portion of v in the sector |argz| < 6 and for € > 0 define Ne¢ to
be the set of all points within a distance of € of vg. It was shown in the proof of
Theorem 6 (see equation (29)) that

_ 1 Ay —1/2 b—a_—1/2
Fn(z) = (l—z)\/er (C_Z)m+o(n )Jro(rn n ) (41)

as n — oo uniformly for z € C\ N with |arg z| < 6 — € for any fixed € > 0.
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Fix j € {1,2}. Because Re p(§) = 0 and because ~ is an admissible contour for
the function ¢, € > 0 can be taken small enough so that

inf | — s| > e.
Inf |6 —s|>e

Consequently if w is restricted to a compact subset of C then z)(w) ¢ N. and
larg 27, (w)| < 6 — € for all such w if n is large enough. It follows from (41) that

Fn(zj (w)) = . 1 n AC}*"T&T“ N 0(7171/2) + O(beanfl/g)
! (1= 2 (w)V2mAn (¢ — 2h(w))V2ran n
_ 1 AC e —1/2 b—a —1/2
7(1—£)m+(c—g)m+o(n )*0(% n )

as n — oo uniformly for w restricted to any compact subset of C. Then, since
2} (w) is inside ~ for n large enough, (14) implies that

f(razh(w)) (pn1<rn;%<uo> __1>
ra(e )\ frazw)

_ 1 _ A Ty ofn=1/2 Jo—a,—1/2
B 1-=8V2rAin (¢—&V2mAIn * ( ) T O( " ) (42)

as n — oo uniformly for w restricted to any compact subset of C.
Suppose that Rea > Reb. Then from (42) it follows that

) (moalrasi(@) ) 1
ri(et/ 22 () \ f(razp(w)) (1 —&)V2rAn

as n — oo uniformly for w restricted to any compact subset of C. This is analogous

to equation (39) from the proof of Theorem 7, and by proceeding as in that proof

it can be shown that

Pr-1(rnzn(w)) e’®

-1
frnzi(w)) (1 = &)V2mr
as n — oo uniformly for w restricted to any compact subset of C. This is the first

desired limit in Theorem 8.
Now suppose Rea < Reb. From (42) it follows that

Jrn2 @) (paoalrazi@) ) A b
%@”W%MW( F(rnz2(w)) Q ovaom W

as n — oo uniformly for w restricted to a compact subset of C.
The asymptotic assumption on f in (11) implies that

(43)

n(w)?

_ ca ne A logn W — oy —itn |
‘56@{P+<””+2)Mrfﬂn‘ T—m ]}

)
~£“exp{n§A 1+(a—b+)\) log n fA(w—iJn—iTn)H
£

Fnza)) o

TR

2) (1-&Mn (1=¢&Mn

A A N i
zﬁaexp{T—i- a—b—i—%) ¢ logn Elw—ion ZTn)}

A1 —¢&%) 1=
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as n — oo uniformly for w restricted to any compact subset of C. Since

=6 [ (o) e e

e

" ex —b—I—é logn  w—ion — i
AP\ 2)M1—n (1—&n
_en é logn _w—ian—z’Tn
¢ exp{(a_b+2) -9y 1-¢ }
it then follows that

f(rnzn (w))

(el 2 (w)”

 ¢a(b—a)/x—-1/2 ni.x 4 i

&n exp{A (f 1 /\logf) +w —ion ZTn}
= ¢rp(bm /A1 exp{% +w —io, — iTn}

_ gepGa/ A1 2 g, (45)

as n — oo uniformly for w restricted to a compact subset of C.
Substituting (45) into (44) yields the limit

Poor(taza(w) ) AQTINCTDP T AQTE e
f(rnz3 (w)) £(C = &)v2mA £(C = & v2mA

as n — oo uniformly for w restricted to any compact subset of C. This is the
second desired limit in Theorem 8.

Finally suppose Rea = Reb. In this case, after setting j = 1 equation (42)
becomes

F (a2 (w)) <pn1<m;<w>> . 1)

ra(el/AzL (w))n flrnzh(w))

_ 1 Acl_nrfz_a) 1 —1/2
o (1—5+ ¢—¢ §a\/27r)\n+o(n )

as n — oo uniformly for w restricted to any compact subset of C. By following
the same method as in the proof of Theorem 7 to obtain equation (40) it can be
shown that

f n ’}L a_  — w
G TR

as n — oo uniformly for w restricted to any compact subset of C. Substituting
this into the above yields the asymptotic

IWM:1_< 1 Aglnrf;a> e
é‘a

+0o(1)

Flrnzh(w)) - (—¢ NGO

as n — oo uniformly for w restricted to any compact subset of C, which is the last
desired item in Theorem 8.
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5.3 Generalization to more directions of maximal growth

Let f be an entire function with m + 1 directions of maximal exponential growth
as defined in Subsection 2.3.

As in Subsection 4.3 we can derive an analogue to equations (22) and (29),
specifically

Fn(z) =

AkC1 " Zk “ br—a, _—1/2
‘ 4
Cr—2 +0(rn n ) (46)

V2rAn | Z
as n — oo uniformly with respect to z as long as z remains in any sector
larg(z/Ck)| < 6 — e with € > 0, k = 0,1,...,m, and remains bounded away
from 7.

The main difficulty in extending Theorem 8 to arbitrary m > 2 lies in the
necessity of modifying the quantity z,(w) that appears in the scaling limit when
the real parts of the by balance in different ways. In the simplest case there is a j
such that Reb; > Reby, for all k # j, which allows us to simplify (37) into

AT
(¢ — 2)V2mAan’

after which the analysis proceeds just as in the relevant parts of the proof of
Theorem 8. This yields the following result.

Fn(z) ~

Theorem 9 Let m > 1 and suppose that there is a j € {0,1,...,m} such that
Reb; > Reby, for all k # j. Let £ be a point of

S:{ZEC:‘z’\exp<1—z’\)’:1 and \z|§1}
with |argé&| < 0, € # 1 and define
T:Im(fk—l—)\logﬁ).

Define the sequences Tn and oy by the conditions

% =7, (mod 2m), < <,
narg(; = on (mod 2m), m<on<T
and let
A logn W — i0n — iTn
zn(w) =€ {1 + (a —bj + 5) M1 =ENn - =
Then
g Proi(rnzn(w)) | AGA@T P
n— oo f(TnZn(UJ)) éa(cj _ g)\/m

uniformly for w restricted to any compact subset of C.
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Now we will consider what happens when Rea is not strictly larger than all
of the other Re bi. Because the analysis for general m would be very complicated,
we will restrict ourselves to the case m = 2. Up to relabeling the by there are
three cases not included in the theorem above: (i) Rea = Rebi > Rebo, (ii)
Rea = Rebi = Rebg, and (iii) Rebi = Rebs > Rea.

Case (i): Rea = Rebi > Rebs. In this case (37) becomes

Fo(z) = 1 N Al +0(n71/2).
(1—-2)V2rAn  (¢1 — 2)V2wAn
If we define . )
_ ogn  w—im
Z”(w)_£<”2<1—8>n (1_@)”)
then

B 1 Alclnbla 1 —1/2
F"(z”(“’))’(l—g* G ¢ )\/m“(” )

as n — oo uniformly for w restricted to any compact subset of C. The remainder
of the analysis proceeds just as in the analogous part of the proof of Theorem 8
and produces the following result.

Theorem 10 Let m = 2 and Rea = Reb1 > Reba. Let £ be a point of S with
larg&| < 0, € # 1 and define T and T, as in Theorem 9. Let

_ logn W — iTn
i) =¢ <1 Tai-en (1 —wn) '

Then

M:1_< L A" a)gfw "

Flrnzn(w)) e ¢ Va4

as n — oo uniformly for w restricted to any compact subset of C.

Case (ii): Rea = Reby = Reby. This case is very similar to the previous one,
the only difference being that we keep all three terms in the sum in (37) instead
of only two. Doing so yields the following result.

Theorem 11 Let m = 2 and Rea = Reb1 = Reba. Let £ be a point of S with
largé| < 0, € # 1 and define 7 and T, as in Theorem 9 and zn,(w) as in Theorem
10. Then

pn—l(’rnzn(w)) :1_( 1 Al(_,-l n b1 a A Cl n bz a> e~ W
é‘a

F(raza(w)) et a-¢ T a-¢ NGO

as n — oo uniformly for w restricted to any compact subset of C.

+o(1)

Case (iii): Reb1 = Reb2 > Rea. In this case we retain both the b1 term and
the bz term in (37), i.e.

Fn(z):< Aq Az(C2/C1)1 Ty bz_bl) b a+0< bi—a 71/2)

n
1 — Z (2—z V2rAn

Unfortunately we can’t easily cancel the oscillations coming from the factor in
parentheses by adding extra periodicity to z,(w) like before. We will again have
to settle for an asymptotic rather than a proper limit.
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Theorem 12 Let m = 2 and Rebi = Reb2 > Rea. Let £ be a point of S with
larg €| < 0, £ # 1 and define T and 7 as in Theorem 9. Define the sequence oy, by
the conditions

narg(i = on  (mod 2m), —n<op <7
and let
A logn W — i0p — iy
=€+ (a-0n+ 3) e - U]
Then
n—1(Tnzn(w A A 1=mnpba=by A=)/ Ag—w
N =1 (et ) e

as n — oo uniformly for w restricted to any compact subset of C.

5.4 Verification of the Modified Saff-Varga Width Conjecture in the sector
0< |argz| <6

The theorems in this section allow us to verify part (a) of the Modified Saff-Varga
Width Conjecture for the function f in the sector 0 < |arg z| < 6.

When f has a single direction of maximal exponential growth, Theorem 7 and
Hurwitz’s theorem imply that if £ is any point of the curve

S = {z eC: ’zkexp(lfzk)‘ =1and |z| < 1}
with 0 < |arg&| < € and if wo is any solution to the equation
E1=-9)vera=e" (47)

then pp—1(2) has a zero 2¢ satisfying

_ logn wo — 1T _
o= ot (14 g2y — e o) )

as n — oo. _
Fix ¢ € (—0,0) with ¢ # 0. There is a unique £ € S such that £ = |£[e’?. Set
prn. = |&|rn. Then for the zero zo above,

4):20—7%5

~rpé

20 — pnei
logn
21 —-&Mn
i logn

_ i¢ g
TP A= m
as n — oo. It follows that, for any € > 0, zo will lie inside the disk

‘z _ pneiqﬁ) < pnrfl“

for n large enough. As equation (47) has infinitely many solutions, the number
of zeros of pn—1(z) in any such disk will tend to infinity as n — oo. Since p, =
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O(n'/*) = O(n*?) this completes the verification of part (a) of the Modified
Saff-Varga Width Conjecture for the sector 0 < |arg z| < 6.

When f has two directions of maximal exponential growth and Rea # Rebd
then the situation is very similar to the one above. Theorem 8 implies that for any
& € S with 0 < |arg€&| < 6 there is an equation of the form

w
u==e€

for some u = u(§) € C such that if wg is any solution of the equation then p,—1(z)
has a zero zg of the form

logn

zZ0 = Tnf + CTng + hn(wo)a

n
where C' € C and h,, is a function satisfying hn(z) = O(n~') as n — oo for any
fixed z € C. Part (b) of the Modified Saff-Varga Width Conjecture follows just as
above.

When f has two directions of maximal exponential growth and Rea = Reb
then Theorem 8 implies that for any £ € S with 0 < |arg€| < 0 it is possible to
find a constant D € C with D # 0 and a subsequence M such that

1
i Pt (2 ()

e () L P

uniformly on compact subsets of the w-plane. So if wo is any solution of the
equation
1=De™"

then by Hurwitz’s theorem pn,,—1(2) has a zero zo of the form

logm wo — iTm _
o (1 * 3t em e ol 1>)
as m — oo with m € M. The rest of the verification of the Modified Saff-Varga
Width Conjecture proceeds just as above, though with the indices restricted to
the subsequence M (as allowed in the Conjecture).

By using Theorems 9, 10, 11, and 12 we can verify the conjecture for func-
tions with three directions of maximal exponential growth, and though we haven’t
obtained any explicit results in the case that f has more than three directions of
maximal exponential growth the conjecture can be verified using a similar method.

6 Scaling limits at the corner of the limit curve

In this section we aim to study the zeros of the scaled partial sums py (r,2) which
approach the corner of the limit curve

S:{zEC: )zkexp(l—z’\)‘ =1 and || §1}

located at z = 1. To this end we will calculate a certain limit of the partial sums

depending on an argument which follows the zeros as they approach this corner.
The results in Subsections 6.1, 6.2, and 6.3 can be seen as generalizations of

Theorem 1 which was obtained by Edrei, Saff, and Varga in their monograph [4].
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6.1 One direction of maximal exponential growth

Using the definitions in Subsection 2.1, let f be an entire function with a single
direction of maximal exponential growth.

Theorem 13

_ pr-i(rn(l+w/yn)) 1
A (L w ) _Eerfc(w ’\/2>

uniformly for w restricted to any compact subset of Rew < 0.

The function erfc in the theorem statement above is known as the complemen-
tary error function and is defined by

erfc(z) = % /OO e ds, (49)

where the contour of integration is the horizontal line starting at s = z and
extending to the right to s = z + co. Information about the zeros of this function
can be found in [5].

Remark 6 Theorem 13 gives us precise asymptotics for individual zeros of the
scaled partial sums pn—1(rnz) near the corner of the limit curve S located at
z = 1. Details of this are given in Subsection 6.4, where we use that information
to verify part (b) of the Modified Saff-Varga Width Conjecture for this class of
functions.

6.1.1 Proof of Theorem 13

Choose € > 0 such that B2.(1) C U and define

m(z) = {Gn(z) for z € C\ (’yg U Bze(l)) ,
Gn(2) — Po(2) for z € Bac(1) \ vp.

The jumps for Gn(z) and P,(z) cancel each other out as z moves across 7p in
Bac(1), so m is analytic on Ba(1). If we define the contours

It = 0B2c(1), Iy = ~9 \ Ba2c(1), I'=1I1UlI5, (50)

where I is oriented in the counterclockwise direction and [% inherits its orien-
tation from 7 (and thus =), then the function m uniquely solves the following
Riemann-Hilbert problem.

Riemann-Hilbert Problem 2. Seek an analytic function M: C\ I' — C such
that

1. MT(2) = M~ (2) — Pu(2) for z € I\ I»,

2. Mt (2) = M~ (2) + ™) for z € I'y except at endpoints,

3. M(z) = 0 as |z| — oo,

4. if ¢ is an endpoint of either arc of I'x then M(z) = O(|z — ¢|?) as z — ¢ with
z € C\ I for some g > —1.
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Fig. 3 Schematic representations of the curve 7y (left) and the curve I" in (50) (right). In the
plot of I'; the curve I is dashed and the curve I3 is solid black.

Plemelj’s formula then yields

. 1 + _ ds
m(z) = 2 Jp [m (5) = m (s)} s—z
1 ds 1 ds

-——— | p, — [ eme 2 1

2mi Jp, (S)S—z+27ri/pze §—z (51)

Lemma 5 p
Pu(s)—2— = 0(n~1/?)
n S§—Zz

uniformly for z € Be(1) as n — oo.
Proof. There exists a constant C; such that
[h(O)] < Cal¢| ™
for ¢ ¢ R. Setting ¢ = —i/ny "' (s) yields
[Pa(s)] < Cin™ 297 ()] = Cin ™ ¥ p(s)| T2

for s € U \ vp. Thus if s € I then |¢(s)| > Cz for some constant Cz > 0, so

Pa(s) ds

I, s—Zz

for z € Be(1). O

‘ < Cngl/Qe_ln_l/Q

Lemma 6 There is a constant ¢ > 0 such that

/ encp(s) ds :O(e—cn)
iaS s

—Z

uniformly for z € Be(1) as n — oco.
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Proof. Recalling Definition 1, since v9 = 7N {z € C: |Jargz| < 6} and I3 =
vo \ B2e(1) there exists a constant ¢ > 0 such that Rep(s) < —c for s € I%.
Further, if z € Bc(1) and s € I then |s — z| > ¢, so that

/ encp(s) ds < / n Re p(s) |d8‘
I s—z| " Jp, |s — z|
¢ length(Ik)e "
O
Combining Lemmas 5 and 6 yields
m(z) = o(1),
and hence, by the definition of m,
Gn(z) = Pa(z) +o(1) (52)

uniformly for z € B¢(1) as n — oo. Now set z = 1 + w/+/n, where w is restricted
to a compact subset of Rew < 0.

Lemma 7

lim F, (14 w/vn) — Gu(1+w/vn) =0
n— oo
uniformly for w restricted to compact subsets of Rew < 0.

Proof. In this proof we will write z =1+ w/y/n as a shorthand, keeping in mind
the implicit dependence of z on w and n.
Split the integral for F;, into the two pieces

Fa(z) = U8 Tn) (/ /\) (/23) " f(rns) 2

As in the previous lemma the second integral here is uniformly exponentially
decreasing.
By the asymptotic assumption on f in (1), for |arg z| < 6 we can write

f(z) = 2% (log 2)" exp (™) [1 + 6(2)], (54)

where §(z) — 0 uniformly as |z| — oo in this sector. This implies

(53)

r%(logigzzl/’%)” =t <1 i llzgri) [1+8rns)]
for s € 7. Then define
< log s b
d(rn,s) = <1 + logrn> [1+40(rns)] — 1 (55)

and write the integrand of the first integral in (53) as

e (s) 4 enels) (s* — 1)+ sae"“’(s)g(rn, s).
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Recalling the definition of Gy, in (9), it follows that (53) can be rewritten as

Fn(2) = Gn(z2) + L/ el (50— 1) _ds_ + L/ 52§ (ry, 5) ds
2mi e $ Yo

—z  2m s—z

+0(e™ ") (56)

for some constant ¢ > 0. We will show that both of these remaining integrals tend
to 0 uniformly.

The contour 7y passes through the point s = 1 vertically, so by assumption
there exists a positive constant C such that |s—z| > Cin~ Y2 Forn large enough
z ¢ g, and in that case

s—1
s— =z

<1+‘ '<1+c 21— 2| < Cy
S§—Zz

for some constant C2. Hence

/ e () (s* —1) ds s -1
Yo §—Z

s—1

s—1

~|ldsl

< / e Re p(s)
e

< Co / n Re ¢(s)
Yo
which tends to zero as n — oo.
Split the second integral in (56) like

L= ne Lo
Yo YoNBe(1) 7o\ B (1)

The integral over g \ Be(1) decreases exponentially. Let s = ¢ (it) and let

|ds

—iy" (70 N Be(1)) = (—au, a2),

where a1, a2 > 0, so that

/ 525 (r,, 5) ds
YoNBe(1) sTZ%

| e v 2

6(rn,w(it))1/)(it)“z//(it)’ /_ et g
8(rn, 1 (it)) (i

1,1/2
<Cy / sup
—ay<t<ag

<Ccrtm o osup

—a<t<ag

which tends to 0 as n — oo by the assumption on § and, by extension, 5.
Combining the above estimates with (56) it follows that

Fo(z) = Gn(z) + o(1)

uniformly as n — co. O
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As a consequence of this lemma, equation (52) implies that
Fo(14+w/vn) = Po(1+w/v/n) +o(1) (57)

uniformly as n — oo.
Following the argument in [10, p. 194], it can be shown that

h(¢) = %6_42 erfe(—i() (58)

on Im ¢ > 0. Setting
. —1 .
(= -V~ (2) = —iv/nep(z)
for an appropriately chosen branch of the square root yields an expression for P,

Po(2) = %emp(z) erfc(— ncp(z)) ,

valid for z € U to the left of . Since 2 — erfc(z) = erfc(—x) this can be rewritten

as
Po(z) = ™) — %en“"(z) erfc(x/ngo(z)) .

It is straightforward to show that

. A9
nl;n;o np(l+w/v/n) = S

uniformly, so

P,(1+w/y/n) = A2 %eM”Q/? erfc(w\/)\/2) +o(1)

uniformly as n — oo. By substituting this into (57) it follows that

F,(1+w/v/n) = 2 %e)‘w2/2 erfc(wM) +o(1) (59)

uniformly as n — oo.
For n large enough

F,(1+w/y/n) =

1 (f(rn(1+w/\/ﬁ)) _ pn—l(?"n(1+W/\/ﬁ))>
riy(logrn)® \en/A(1+w/\/n)» e/ A(1+w//n)"

by (8). The asymptotic assumption (1) grants us the uniform estimate

Jrn(14+w/y/n)) _ w2

r&(logrn)be™/ M1 + w/\/n)"

and substituting this into the above formula yields

+o(1),

w n :€Aw2/2_€Aw2/2pn—1(rn(1+w/\/ﬁ)) 0 o
Fal + /) P (14 o(1) + o)

uniformly as n — oco. Substituting this into (59) then yields the expression

Poi(rn(l + w/y)) = Lerte(w o
oG T uray el = gerte(wy/Az2) + o),

which holds uniformly as n — oo. Theorem 13 follows immediately from this
asymptotic.
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6.2 Maximal growth in two directions and its effect on the scaling limit

In Subsection 5.2 the scaling limit at the arcs of the limit curve for the partial
sums of a function with two directions of maximal growth had to be modified
depending on the balance of the constants Rea and Reb. When Rea > Reb one
limit holds, when Rea < Reb another, and when Rea = Reb a sort of transitional
limit holds.

The behavior of the scaling limit at the corner of the limit curve is starkly
different. It does not go through any such change when Rea = Reb. In a sense
the geometry of the zeros of the partial sums doesn’t change that much when
Rea — Reb is only slightly negative compared to when it is slightly positive—the
zeros still lie outside the curve—and it turns out that the corner scaling limit isn’t
sensitive to the change that does happen there, which is that the rate at which
the zeros approach the arcs of the limit curve begins to depend on both a and b
(see Theorem 8, compare the definitions of z},(w) and z2(w)).

There is a second bifurcation past this one which we have noticed previously
in Section 4 (Theorem 6), namely that the zeros approach the limit curve from the
exterior when Rea —Reb > —\/2 and from the interior when Rea —Reb < —)\/2.
We will see that this bifurcation is so severe that the scaling limit at the corner of
the limit curve completely changes from one case to the other. Indeed, this corner
scaling limit in the case Rea — Reb > —\/2 will again involve the complementary
error function just as in Subsection 6.1, but once Rea — Reb < —\/2 the scaling
limit will take the form 1 4+ De™*. Further, the scaling we choose in this latter
case will approach the corner of the curve more slowly by a factor of v/logn.

For examples of this behavior see Subsections 7.4 and 7.6.

6.2.1 Statement of the result

Using the definitions in Subsection 2.2, let f be an entire function with two direc-
tions of maximal exponential growth.

Theorem 14 If Reb— Rea < \/2 then

oo f(ra(l+w/ym) 2

uniformly for w restricted to any compact subset of Rew < 0.

If Reb— Rea = \/2 then

" Prn—1(rn(l +w//n)) lerfc<w >\/2> (60)

pr—1(rn(l+w/vn)) 1 erfc(w /\/2) _ AT e o(l)  (61)

fora(l+w/yn)) 2 (€ — D)V2ran

as n — co uniformly for w restricted to any compact subset of Rew < 0.
Define the sequence oy, by the conditions

narg( = o, (mod 27), —m<op<T

klogn w — iop
n =1—4/ — , 62
Zn (w) n Av/kEnlogn (62)

and let
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_2(b-a 1
D) A 2

and the principal branch of the square root is taken.
IfReb—Rea > \/2 then

where

lim Proiazn(w) ) AQETH e
n—oo  f(rpzn(w)) (€~ 1)vamn

uniformly as long as w is restricted to a compact subset of C.

(63)

Remark 7 Just as with Theorem 13 in the case of one direction of maximal growth,
Theorem 14 gives us precise asymptotics for individual zeros of the scaled partial
sums pp—1(rnz) near the corner of the limit curve S located at z = 1. Details of
this are given in Subsection 6.4, where we use that information to verify part (b)
of the Modified Saff-Varga Width Conjecture for this class of functions.

6.2.2 Proof of Theorem 14

As in the proof of Theorem 6 in Subsection 4.2.1 we will split v into three parts.
Call 1 the part of v in the sector |arg z| < 6, call y2 the part of 4 in the sector
larg(z/¢)| < 6, and call v3 the part of v outside of either of those sectors. Then
divide the integral in (13) into the three parts

L=l ]

Using a method identical to the proof of Lemma 1 it can be shown that

/W‘ (el/ks) _nf(rns)sdsz = O(e(“_l)"/x) (64)

as n — oo uniformly for z restricted to any sector |arg z| < 6 — e with € > 0. Also,
Lemma 4 grants the asymptotic

. 1-n_b
/A )\ " ds o ZAC Tn 2w b _—1/2
e’"s)  flrns) = — +o(rnn (65)
/72 ( ) §—2z (—=z An ( )

as n — oo uniformly for z € C\ N with € > 0.
Combining equations (64) and (65) in the definition of F), yields the estimate

Fo(z) = 7;::/% (el/xs)_nf(rns)sd_sz + (54_41;)’3% +o(r2n—1/2) (66)

as n — oo uniformly for z restricted to any sector |argz| < 6 — e with € > 0.
Case 1: Reb — Rea < A\/2. Using essentially the same technique used in
Subsection 6.1.1 to prove Theorem 13 it can be shown that

In_ / (61/’\5) 7nf(rns) ds = ekw2/2—le>‘w2/2 erfc(w\/)\/Q) +o(1)
2mi ), S N 2
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and that

w n :6Aw2/276)\w2/2pﬂ*1(7’n(1+w/\/ﬁ)) 0 0
Fo(L+w/Vn) Fm(t i) LT o] +o)

as n — oo uniformly for w restricted to compact subsets of Rew < 0. Substituting
these into (66) produces the estimate

P (L4 w0/ )
Fra(l +wjyiy LW

_l B ACl—nT,z—ae—)\wQ/Q b 12
= 2erfc(w\/>\/2) (C—l—w/\/ﬁ)m+o(rnn ) +o(1)

as n — oo uniformly for w restricted to compact subsets of Rew < 0. Since 1, =
(n/X\)Y*, assuming Reb—Rea < A/2 yields (60) and assuming Reb—Rea = \/2
yields (61).

Case 2: Reb—Rea > A/2. In this case we will use the scaling z = z, (w) from
(62) instead of the scaling z = 1+w/+/n from the previous case. The integral over
71 needs a new estimate.

Lemma 8

a

o A\ ds
271 /{1 (e s) f(rns)s—z B

uniformly as n — oo with w restricted to any compact subset of C.

= o(rfl_an_l/Q)
= (w)

Proof. By the asymptotic assumption on f in (11), for |arg z| < 6 we can write

f(z) = 2% exp(zM) [1 + 6(2)], (67)

where §(z) — 0 uniformly as |z| — oo in this sector. Hence

f(rns) a4 np(s)
ra(e/Asyn ¢ [+ 8(ras)],

and 0(rns) = o(1) uniformly as n — oo for s € 1. We can then write

Tn /2N " ds _ 1 a_ne(s) ds
e’'"s)  f(rns) =Gn(z) + —/ s%e 0(rns)—,
/:Yl ( ) §—z 27 )., s

211 —z

where G, (2) is as defined in equation (9). The argument at the end of Lemma 7

shows that
lim i/ Saenw(S)(;(Tns)i -0,

s — 2z

2=z (w)

uniformly, and equation (52) ensures that G, (z) = Ppn(2) + o(1) for z sufficiently

close to z = 1, where P, is as defined in equation (10), so it just remains to
estimate Py (zn (w)).

Let gn(w) = —iy/nY~ (zn(w)), where v is as defined in equation (5). We
calculate

oM @) = A2z — 1) + O((ac - 1)2)
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asz — 1, so
2 b—a 1
—Qn = — =1 1
4n(w) (A 2)%n+ou

—ign(w) ~ 1/ % logn

uniformly as n — oo. By assumption Rex > 0, thus |arg+/k| < 7/4. It follows
that erfc(—iqn(w)) — 0 and hence, combining equations (10) and (58),

Po(2) = —qn(w)? erfe(—ign(w)) = O(n(bfa)/kfl/E) _ O(Tzfanfl/Q)

uniformly as n — oo. O

and

In light of this lemma, in this case equation (66) implies that

B At e pb=a,=1/2
Falen(w)) = (= o(rhn™'?) (68)

uniformly as n — oo with w restricted to any compact subset of C.
For n large enough,

 fraza@) (o paa(raza(w)
F““W”‘mwﬂhmwO’ ﬂMMw»> (69)

by (14). Following a similar calculation to those leading to (40) and (45), the
asymptotic assumption (11) grants us the uniform estimate

f(rnzn(w)) ~ n(b—a)/)\—l/2ew—ion7

raen/Xz, (w)"
and combining this with (68) and (69), noting that ¢ — z,(w) — ¢ — 1, yields
Pr—1(rnza(w)) _ - AP/ Aem

=1- o(1
flrnzn(w)) (¢ —1)V2rA @
uniformly as n — oo with w restricted to any compact subset of C. This is precisely
equation (63).
This completes the proof of Theorem 14.

6.3 Generalization to more directions of maximal growth

Unlike the scaling limit at the arcs of the limit curve (Subsection 5.3), generalizing
the scaling limit at the corner of the curve is relatively straightforward.

Using the definitions in Subsection 2.3, let f be an entire function with m + 1
directions of maximal exponential growth.

For each new direction of maximal growth of f, equation (66) gains a corre-
sponding term and error term. Explicitly, for f as defined above, the equation
becomes

Fn(z)zﬁ/ (el/A) f(rns) +Z AkCl Tk +o(riemap"1/2)
21 J.y, = [ (G — = )V2mAn

as n — oo uniformly for z restricted to any sector |argz| < 6 — e with € > 0.
Following the argument in the proof of Theorem 14 presents the following result.
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Theorem 15 Let J C {1,2,...,m} be the set of indices j satisfying Reb; =
max{Rebi,Reba,...,Rebn}.
If Rebp —Rea < \/2 for allk =1,2,...,m then

Pt (n(t w/Vi) 1 g i) e s ARG
Ty~ 2o (0/A72) - o e B

(70)
as n — co uniformly when w restricted to any compact subset of Rew < 0.
Now suppose there is a j € J such that Reb; —Rea > \/2. Define the sequence
on by the conditions

narg(; = on (mod 2m), —nm<on <
and let
klogn w — iop
n =1—4/ — , 71
zn(w) n A/ Enlogn (1)
where

Ii'*g bj—ail
A A 2

and the principal branch of the square root is taken. Then

Prot(rza(w)) - GAOTE AT L AL/ T
f(rnzn(w)) =1-> Ners) g} Czi—l +o(1) (72)

uniformly as n — oo when w is restricted to any compact subset of C.

Remark 8 Theorem 15 gives us precise asymptotics for individual zeros of the
scaled partial sums pn—1(rnz) near the corner of the limit curve S located at
z =1 in the case where f has multiple directions of maximal exponential growth.
Details of this are given in Subsection 6.4, where we use that information to verify
part (b) of the Modified Saff-Varga Width Conjecture for this class of functions.

6.4 Verification of the Modified Saff-Varga Width Conjecture at the exceptional
argument argz =0

The theorems in this section allow us to verify part (b) of the Modified Saff-Varga
Width Conjecture at the exceptional argument argz = 0.

First suppose f has a single direction of maximal exponential growth or that
f has multiple directions of maximal growth and that Rebr — Rea < \/2, k =
1,...,m. Under these conditions Theorems 13, 14, and 15 imply that if w = wo is
any solution of the equation

erfc(w /\/2) =0 (73)
then pn—1(2) has a zero z = zo of the form

20 = Tn + rawo/Vn + o(rnn71/2>
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as n — oo. It follows that
20 — Tn ~ Tnwo/V/n

as n — 0o, and hence that, for any fixed € > 0, 2o lies in the disk

|z —rp] < ran /2T
for n large enough. Since equation (73) has infinitely-many solutions, the number of
zeros of pp—1(z) in any such disk tends to infinity as n — oco. Setting pn = 7r, this
is precisely the condition in part (b) of the Modified Saff-Varga Width Conjecture
with k = 2 at the exceptional argument arg z = 0.

Now suppose f has two or more directions of maximal exponential growth and
let J C{1,2,...,m} be the set of indices j satisfying

Reb; = max{Rebi,Reba,...,Rebm}.

If Rebj — Rea = A\/2 for j € J, then Theorems 14 and 15 imply that there is
a subsequence M and a constant D such that

oS fra(l+w/Vn)) 2

uniformly on compact subsets of Rew < 0. So if w = wo is any solution of the
equation

lim proa(ra(l+w/vn)) _ 1 erfc(w )\/2) — De= /2

%erfc(w )\/2) —De M2
then, by Hurwitz’s theorem, p,—1(z) has a zero z = zg of the form
20 = Tn + Tpwo/vV/n + o(rnn_l/Z)

as n — oo with n € M. The rest of the verification follows just as above, though
with the indices restricted to the subsequence M (as allowed in the Conjecture).

Finally suppose there is a j € J such that Reb; — Rea > A\/2. Define the
sequence o, by the conditions

narg(; = on (mod 27), —nr<op<m
and let
[klogn w — iop
Zn(w) =1— — ,
n(w) n M/ Enlogn
where

oo 2 (biza 1
A A 2

and the principal branch of the square root is taken. Theorems 14 and 15 imply
that there is a subsequence M and a constant D such that

i Prm(razn ()

nen f(rza(w)

=1—De ¥

uniformly on compact subsets of the w-plane. If w = wo is any solution of the
equation
1=De™" (74)
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then, by Hurwitz’s theorem, p,—1(z) has a zero z = zg of the form

. . _ nlogn_ wo — 10n —1/2
20 = rpzn(wo + 0(1)) = 7y, [1 1/ . )\\/W—l—o((nlogn) )}

as n — oo with n € M. It follows that

rklogn
20 — Tn ~ —Tp\| ———
n

as n — oo with n € M, and hence that, for any € > 0, zo lies inside the disk

|z —rp] < ran”L/2tE

for n € M large enough. As equation (74) has infinitely-many solutions, the num-
ber of zeros of pp—1(z) in any such disk tends to infinity as n — oco. Setting
pPn = Tn, this is again precisely the condition in part (b) of the Modified Saff-
Varga Width Conjecture with k = 2 at the exceptional argument arg z = 0.

7 Applications

In this section we will apply the results from Sections 4, 5, and 6 to several common
special functions. These functions were chosen to illustrate different behaviors of
the zeros of the partial sums.

7.1 Sine and cosine

Each of the functions

) eiz _ e—iz eiz + e—iz
sing = ——— and cosz=————+
21 2
are entire of order 1 and have two directions of maximal exponential growth, one
as |z| — oo with € < argz < m — € and one as |z| = co with —7 + € < argz < —e.
Indeed, if 6 € (0,7/2) then

[ssmceis)
e* —2|z| cos 6
<e , argz| < 60
2 cos(£iz) - larg 2| <
T — 1
and
2isin(+iz
¥ ( ) < 2¢l#leos?) 6 <largz| <7 —0.
|2 cos(£iz)]
So, for 6 € (0,7/2) and p = cos 6 we have
e [1+ o(1)] for |arg z| < 6,
F2isin(+iz) = { —e” “[1 +o(1)] for |arg—z| <6,

O (e”lz l) otherwise
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and
e“[14+o(1)] for |argz| <6,
2cos(+iz) = { e “[L+o(1)] for |arg—2| <0,
0] (e”lz | ) otherwise

as |z| = oo uniformly in each of these sectors.

In the notation of the asymptotic assumption on the functions f we have
considered in this paper (see equation (11)), for each of the rotated and scaled
functions F2isin(+iz) and 2cos(+iz) and for § € (0,7/2) we have a = b = 0,
A=1, u=cosf, and ( = —1. For the sine functions we have A = —1 and for the
cosines we have A = 1.

Remark 9 Applying the results in this paper to the functions —2isin(—iz) and
2 cos(—iz) gives us information about the zeros of the partial sums of sinz and
cosz in the upper half-plane, and applying them to the function 2isin(iz) and
2 cos(—1iz) gives information about the lower half-plane. This is a very useful trick;
by applying the results repeatedly to rotated versions of a function with multiple
directions of maximal growth we can obtain information about its partial sums in
all of its maximal growth sectors. This technique is used throughout this section.

Applying Theorems 6, 8, and 14 to these sine and cosine functions yields the
following collections of results.

Theorem 16 Let
L(n-1)/2] (—1)kz2k+1

palsin(z) = ) @k

k=0
denote the n™ partial sum of the Maclaurin series for sin z and let
S={z€C:|zexp(l—2)| =1, |z| <1, and Rez > 0}.

The limit points of the zeros of the scaled partial sums py—1[sin](nz) which do
not lie on the real axis are precisely the points of the set i.S U —iS.

Let £ € S, £ # 1 and define

7=Im({ —1—1logé&),

™ =7n (mod 27), -7 <7, <,

and . '
ogn w — Ty
zZn(w) = 1+ — .
w=¢(1+ % - )
e sin] iz (1) (1)
pn—1[sin](finzn(w)) . I =Dy e™
sin(£inzn(w)) ! (1 & 1+¢ ) V21 o) (75)
as n — oo uniformly on compact subsets of the w-plane.
Additionally,

il o) 1 (w0
nhﬁngo sin(+i(n + wy/n)) ) f <ﬂ> (76)

uniformly on compact subsets of Rew < 0.
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Theorem 17 Let
[n/2]
puloos](2) =
k=0

(_1)kz2k
(2k)!

denote the n™ partial sum of the Maclaurin series for cosz and let
S={z€C:|zexp(l—2)| =1, |2| <1, and Rez > 0}.

The limit points of the zeros of the scaled partial sums pp—1[cos](nz) which do
not lie on the real axis are precisely the points of the set 1S U —iS.

Let £ € S, £ # 1 and define

7=Im({ —1—1logé¢),

™ =7n (mod 27), -7 <7, <,

and | _
ogn w— iTp
zZn(w) = 1+ — .
w=¢(1+ % - G gn)
e os] (inzn () (1)
pn—1[cos](F£inzn(w)) . 1 D"\ e
cos(Einz,(w)) 1 <1 —¢ + 1+¢ > V2 *oll)
as n — oo uniformly on compact subsets of the w-plane.
Additionally,
o Protleos]CEin + wy) 1w
n—oo  cos(di(n + wy/n)) 2 V2

uniformly on compact subsets of Rew < 0.

Remark 10 Due to the appearance of (—1)" in the scaling limits corresponding to
the arcs of the limit curve we actually get two different limits if we restrict n to
run through only even or only odd integers. For example, the scaling limit for the
sine function yields

fim pan—1[sin](+i2nzzn (w)) 1 ( 1 ) e "
n=oo  sin(Ei2nzen (w)) o 1-¢ 1+4¢) Vor
and
iy P2elsin)(£iCn + Dzanga (w)) _ | ( L1 ) e ®
noo  sin(i(2n + 1)z2nt1(w)) 1—¢  1+¢) Vor’

each converging uniformly on compact subsets of the w-plane.

Remark 11 The approximations in Region B in Figure 4 appear much better than
those in Region A. Indeed, since the sine function is so close to an exponential in
those regions we expect from what is known about the zeros of the partial sums
of the exponential function that the absolute error of the approximations is on
the order of (logn)?/n? in Region B and on the order of 1/n in Region A. In
fact, based on the asymptotic expansion obtained in [10] we expect that the two
approximations shown in Region A have absolute errors of approximately 0.02 and
0.04, respectively, which agrees with what is shown in the plot.
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02

Fig. 4 The zeros of p,_1[sin](nz) for n = 200 and their limit curve. Region A, magnified
top-right, shows the approximations for the zeros in that region, represented as crosses, which
are given by the corner scaling limit in (76). Region B, magnified bottom-right, shows the
approximations in that region given by the curve scaling limit in (75) using the indicated
reference point &.

7.2 Bessel functions of the first kind

The Bessel functions of the first kind are defined by

Tu(z) = ( ) ZF(yjk/il)

for v € C, where a suitable branch cut is chosen for the factor (2/2)”. The series
in this definition converges for all z € C, so the function (2/2)".J,(z) is entire. As
such we define the new function

Jo(2) = (%) T (2).
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According to NIST’s Digital Library of Mathematical Functions [2, eq. 10.17.3]
the Bessel function obeys the asymptotic

Ju(2) = % (i)yﬂm [cosw[l +o(1)] + O(Siiw)}

as |z| = oo uniformly in any sector |arg z| < m — ¢ with € > 0, where

w=z-2_T
B 2 4
As J,(z) is even, the same asymptotic is valid for J,(—z) in |argz| < w —e. It

follows that for any 6 € (0,7/2) there is a u < 1 such that

27V 7262 [1 4 0(1)] for |arg 2| < 6,
Jo(Liz) = 2”\/§ x { (=2)7" Y2 2 [1+0(1)] for |arg —2| <6,
7r
0] (e“lz | ) otherwise

as |z| = oo uniformly in each of these sectors.

From this information we deduce that the function J, has two directions of
maximal exponential growth. In the notation of the asymptotic assumption on
the functions f we have considered in this paper (see equation (11)) we have
a=b=—-v-—1/2; A=1 (after rescaling), A\ = 1, and ¢ = —1. Applying Theorems
6, 8, and 14 to these functions yields the following collection of results.
Theorem 18 Let

[n/2] 2/4)
' —|— kE+1)k!

denote the n™ partial sum of the Maclaurin series for J,(z) and let
S={z€C:|zexp(l—2)| =1, |2| <1, and Rez > 0}.

The limit points of the zeros of the scaled partial sums pn—1[Ju](nz) which do
not lie on the real axis are precisely the points of the set 1S U —iS.

Let £ € S, £ #1 and define

7=Im( —1—log¢&),

™ =7n (mod 27), -7 <7, <,

i) =6 (14 20 - ).

and

Then

pn—1[Ju](Finzn (w)) _ 1 ( 1 (—1)") grtl/2e—w +o(1) (77)

T, (Linzn(w)) 1-¢ " 1+¢) Vam

as n — oo uniformly on compact subsets of the w-plane.
Additionally,

[ Pac B (i wy/m) 1 <W) (78)

T3, it wym) 2\ B

uniformly on compact subsets of Rew < 0.
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Remark 12 Just as in the case of the sine and cosine functions, the scaling limit
corresponding to the arcs of the limit curve gives two different limits if we restrict
n to run through only even or only odd integers.

A
X
e [ ]
X
[ ]
5 »
B
18 x
x
'3
»
x
%

Fig. 5 The zeros of p,—1[J,](nz) for v = i and n = 200 and their limit curve. Region A,
magnified top-right, shows the approximations for the zeros in that region, represented as
crosses, which are given by the corner scaling limit in (78). Region B, magnified bottom-right,
shows the approximations in that region given by the curve scaling limit in (77) using the
indicated reference point &.

7.3 Confluent hypergeometric functions

Here we will consider the functions

oo

! Ik + a)
M(e, 8, 2) = I'(a) kz::o 'k +B)k!2k,
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where a, 8 € C and a # 0, —1,—2,.... The series converges for all z € C, so these
functions are entire. They are related to the usual hypergeometric 1 F} functions
by

1F1(Oé,ﬁ,2) _ o P
g MR

for fixed § #0,—1,2,..., as well as in the limit § — —m, m =0,1,2,....

The Digital Library of Mathematical Functions (or the DLMF) gives the fol-
lowing asymptotic for M:

a—ﬁez eii‘n’a —a
1 1 — |1 1

Fay O gy et

as |z| = oo uniformly in any sector —7m/2 + ¢ < targz < 3w/2 — e with € > 0

for appropriate choices of branches for 2%~ and 2~ and an appropriate deter-

mination of arg z [2, eq. 13.7.2]. It follows that for any 6 € (0,7/2) there exists a

constant p < 1 such that

M(a, 8, 2) = 2

227Pe? 14+ 0(1)] for |argz| < 0,
I'(o) M(ev, B, 2) = ( mE I) for |argz| > 6

as |z| — oo uniformly in each of these sectors.

From the above information we deduce that the function M has a single direc-
tion of maximal exponential growth. In the notation of the asymptotic assumption
on the functions f we have considered in this paper (see equation (1)) we have
a=a—p,b=0,and A = 1. Applying Theorems 5, 7, and 13 to these functions
yields the following collection of results.

Theorem 19 Let

n

k—FO[ k
Pa[M Z < T(k + B)k

denote the n™ partial sum of the Maclaurin series for M(a, 8, z) and let

S={z€C:|zexp(l1—2)| =1, |z] <1, and Rez > 0}.

The limit points of the zeros of the scaled partial sums pnp—1[M](nz) in the
right half-plane are precisely the points of S.
Let £ € S, £ # 1 and define

7=Im( —1—log¢&),

™ =7n (mod 27), -7 <7, <,
and ) .
. ogn W —1Tn
o) =€ (1 575 ~ ()
e [M] (20 (1)) -
. Pn—1 nzn(w 1 e
% Mla, Bynza(w) e B(1 - Evan ()

uniformly on compact subsets of the w-plane.
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Additionally,

V2

M) 1w
nlggo M(a, 8, n + wy/n) 2erfc< ) (80)

uniformly on compact subsets of Rew < 0.

0.75 0.80 085 0.90 0.16 018 0.20 022 024

Fig. 6 The zeros of pp—1[M](nz) for « = —1/2, 8 = —5/2, and n = 200 and their limit
curve in the right half-plane. Region A, magnified bottom-left, shows the approximations for
the zeros in that region, represented as crosses, which are given by the corner scaling limit in
(80). Region B, magnified bottom-right, shows the approximations in that region given by the
curve scaling limit in (79) using the indicated reference point &.
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7.4 Exponential integrals

Let —1 <r <1 and let g: [r,1] = CU {oo} be a measurable, integrable function
satisfying
g(t) =t =7)’q1(t —r) = (1 = 1)"g2(1 = 1),
where
(1) Rep > —1 and Reg > —1,
(2) ¢1(0) and g2(0) are both finite and nonzero, and
(3) in a neighborhood of t = 0, both ¢} (¢) and g5(t) exist and are bounded.

Define the function L
£ = [ oty (81)
T
Under the above conditions this f is an entire function of order 1.
By Watson’s lemma (see e.g. [11, Secs. 2.2 and 2.3]) the function f obeys the
asymptotics
f(z) ~ g2(0)I'(g+1)z"" "¢
and
f(=2) ~ gr(O) I (p+1)z7P "l
as |z| — oo uniformly in any sector |arg z| < 6 with 0 < 6 < 7/2. Additionally, if
larg z| < w/2 — 6 then
1
i) < [T g(e)
7‘1 4
_ / eI|z|tsmargZ|g(t)‘ dt
o
S / e|zt‘c059|g(t)|dt

1
Se|z|cos€/ |g(t)|dt

It follows that for any fixed 6 € (0,7/2), if —1 < r < 1 then

. B 2797 * [1 +0(1)] for |argz| < 6,
and if r = —1 then
2797 e* [1 + 0(1)) for |arg z| < 6,
[g2(0) (g + 1)) f(2) = { A(=2) """ " [L+0(1)] for Jarg —2| <0,  (83)
O (e“ || ) otherwise

as |z| — oo uniformly in each sector, where p < 1 and
4= 9O (p+1)
92(0)I'(g + 1)

Applying Theorems 5, 7, 13, 6, 8, and 14 to this function yields the following
collection of results.
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Theorem 20 Let

no_k gl
z k
pelfie) =35 [ tomar
denote the n™ partial sum of the Maclaurin series for f(z) and let
S={z€C:|zexp(l —2)| =1, |z| <1, and Rez > 0}.

If =1 < r < 1 then the limit points of the zeros of the scaled partial sums
Pn—1[f](nz) in the right half-plane are precisely the points of S. If r = —1, the
limit points which do not lie on the imaginary axis are precisely the points of the

set SU-=5.
Let £ € S, £ # 1 and define

7=Im( —1—log¢&).
Define the sequence Tn, by the conditions
™ =T, (mod 27), < Th <7

and let

b ¢ (14 5B - =),

Define the sequence oy, by the conditions
™ = o, (mod 2m), —nr<op<m

and let

A =e[ir (r-a+ ) % - 1 g

2
If -1 <r<1lorifr=—1and Req < Rep then

- paea[fl(nzp(w) o €0
W fzkw) L (- 6)ven i
as n — oo uniformly on compact subsets of the w-plane. When r = —1, if Req >
Rep then
2 g+1_—w
fy Pl @) | AgTe .
oo f(nz3(w)) (1+&)V2r (%)

and if Req = Rep then
po1[fl(nza(w)) ( 1, A(—1)nanp) grtl—w
Flnzh@w) N

1-¢ 1+¢
as n — 00. Both of these limits are uniform with respect to w on compact subsets
of the w-plane.
If -1<r<lorifr=-1 (deeq<Rep+% then

pralfl(n+wyn) _ 1 erf(:( v ) (86)

+o(1)

V2

lim ==
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uniformly on compact subsets of Rew < 0. If r = —1 and Req = Rep + % then

_1\n,,q—p—1/2 —w?/2
pr—1[fl(n +wyn) _ lerfc(i) _A=D™n e +o(1)
f(n+wy/n) 2 V2 2v/2m
as n — oo uniformly on compact subsets of Rew < 0.
Let
zi(w):l— klogn w — 0y

n Venlogn’
where
wi=2(q—p)—1

and the principal branch of the square root is taken.
If r=—1 and Req > Rep + % then

ST %) B G (7

nsoo  f(nzd(w)) 2V/271

uniformly on compact subsets of the w-plane.

7.5 Airy functions

The Airy functions of the first and second kind are entire functions defined for
z € C by the integrals

1 0i™/3 00 1
Ai(z) = 3 /_v § exp(gt3 — zt) dt

e /3 00 e /30
Bi(z) = 1 / exp(%tS - zt) dt+ - exp(%tg — zt) dt,

21 J_ o 21 J_ o

and

respectively.
The DLMF gives the following uniform asymptotics for Ai [2, eqns. 9.7.5 and
9.7.9]: for any fixed € > 0,

—1/4
Ai(z) ~ zZﬁ exp <—§zg/2)

as |z| = oo with |arg z] < 7 — € and

L= 1/4

o= i o 2)

as |z| — oo with |arg z| < 27/3 — ¢, where

_ 232 _

w T
3 4’
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Fig. 7 The zeros of p,—1[f](nz) for g(t) = (1—1)3, r = —1, and n = 200 and their limit curve.
The magnified regions A, B, and C show the approximations for the zeros in those regions,
represented as black crosses, given by the scaling limits in (84), (85), and (87), respectively.
Note: to apply limit (84) we applied Theorem 20 to f(—=z). The points £ used in the theorem
are indicated.
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It follows that for any € > 0 there is some p < 2/3 such that

1 Z71/4 exp(—%z?’/z) [1+0(1)] for |argz| < m —,

Ailz) 2y . O(exp(,u|z|3/2>) for largz| > 7w —e€

as |z| — oo uniformly in each sector. The quantity Re(—z%/?) is maximal on
the rays argz = 427 /3, so we conclude that Ai has two directions of maximal
exponential growth.

We could now apply Theorems 6, 8, and 14 directly. However, in each of these
results we restricted ourselves to sectors which are symmetric about the rays of
maximal growth of the function. This was done to simplify the notation, and not
because some aspect of the analysis requires it. Without additional comment we
will use slight generalizations of the results in this direction. In particular, we
will consider the function Ai(z) to have two half-open sectors of maximal growth,
one 0 < argz < m — ¢ and the other —7 4+ ¢ < argz < 0, even though the rays
of maximal growth (argz = 27/3 and —27/3, respectively) do not bisect these
sectors. With this in mind, the appropriately extended versions of Theorems 6, 8,
and 14 give the following collection of results.

Theorem 21 Let p,[Ai](z) denote the n™ partial sum of the Maclaurin series for

Ai(z), let
S = {z eC: ’23/2 exp(l — 23/2)‘ =1, |2 <1, and —27/3 < argz < 77/3}7

and define B
S+ = S, S_ = S,

L 2£ 2/3
n — 3 .

The limit points of the zeros of the scaled partial sums pn—1[Ai]((3/2)*3rn2)
which do not lie on the ray arg z = 7 are precisely the points of the set

and

{(3/2)2/3ei2n/35+} U [(3/2)2/3671‘2#/35_} _
Let £ € S+, £ # 1 and define

T:Im<§3/2 —1- glogg) ,

™

Tn = 32 (mod 27), —7w <7y <,
and | )
_ ogn  w—imy,
ot =€ (14 ey~ )
Then
Pn—1[Al] ((3/2)2/3eii2”/3rn2n(w)) 1 oFi2mn/3 g/
- =1- - —= 1
Ai((3/2)2/3€i22‘n’/3rnzn(w)) 1—¢  e*i2n/3 _¢ s +o(1)

(88)
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as n — oo uniformly on compact subsets of the w-plane.

Additionally,
e [AL)((3/2)23eE 2, (Lt w/ V) 1
nIme Ai((3/2)2/36:|:i27r/3rn(1 + w/\/ﬁ)) ) erfe (w 3/4) (89)

uniformly on compact subsets of Rew < 0.

e o 0 0000000, .o
o

0.4 02 0.0 02 04

Fig. 8 The zeros of p,_1[Ai]((3/2)2/3rpz) for n = 200 and their limit curve.

Remark 18 Due to the appearance of eT2™/3 i the scaling limit corresponding

to the arcs of the limit curve, the ratio pnp—1[Ai](---)/ Ai(- - -) may tend to one of
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0.72]

038 0.40 042 044

Fig. 9 Magnifications of the regions labeled in Figure 8. Region A shows the approximations
for the zeros in that region, represented as crosses, which are given by the corner scaling limit
in (89). Region B shows the approximations in that region given by the curve scaling limit in
(88) using the indicated reference point &.

three different limits if we restrict n to run through any one of the three residue
classes modulo 3.

The DLMF gives the following uniform asymptotics for Bi [2, eqns. 9.7.7,9.7.11,
and 9.7.13]: for any fixed € > 0,

—1/4
Bi(z) ~ Zﬁ exp<§z3/2)

as |z| = oo with |argz| < 7/3 — ¢,

—1/4
,—1/

N

as |z| — oo with |arg z| < 27/3 — ¢, and

Bi(ei”/?’z) = eii”/62_1/4\/§ [cos(w ¥ ! log 2) [14o(1)] + O(SIH(HMH
™ 2 w

as |z| = oo with |arg z| < 27/3 — €, where

B = 2 [amai 0] + (2

we 232_T

3 4’
It follows that for any € > 0 there is some p < 2/3 such that
z_l/4exp(%z3/2) for larg z| < /3 — ¢,
. , —1/4 _ 3/2 _
V7 Bi(z) ~ %ey”/?’ (eil%/‘q'z) exp %(eiﬂﬁmz) ] for ‘arg T34 < /3 — ¢,

O(exp (,u|z|3/2>) otherwise
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as |z| — oo uniformly in each sector. Evidently the Bi function has three directions
of maximal exponential growth. The discussion in Subsection 4.3 and Theorems
11 and 15 yield the following collection of results.

Theorem 22 Let p,[Bi](2) denote the n™ partial sum of the Maclaurin series for
Bi(z), let

S = {z eC: ’z3/2 exp(l — z3/2)’ =1, |z] <1, and |argz| < 71'/3}7

m 2/3
Tn = (?) .

The limit points of the zeros of the scaled partial sums pn—1[Bi]((3/2)%3rnz)
which do not lie on the rays arg z = +m /3,7 are precisely the points of the set

and define

SuU ei27r/3S U e—i271'/38.

Let £ € S, £ # 1 and define

T:Im<§3/2 —-1- glogf) ,

™

Tn = 32 (mod 27), —7w <7, <,
and | )
_ ogn _ W — 1Tn
=€ (1 77 7o)
Then
Pa-1[Bi]((3/2)* 1z (w))
Bi((3/2)%/3rnzn(w))
_ 1 e*iQTrn/B e1'271'71/3 51/46711)
- <1 A 2 —5)) Ve
and
pn—1[Bi] ((3/2)2/3eii2”/3rnzn(w))
Bi((3/2)%/3ex127/37y, 2, (w))
1 ) +i27n/3 Fi2mn/3 51/4 —w
=1- <1_§e$ei2ﬂ'/3_£+€:ii2ﬂ'/3_£> \/3% +o(1) (90)

as n — oo uniformly on compact subsets of the w-plane.
Additionally, for fized k € {—1,0,1}

Pn1[Bi] ((3/2)2/362‘2”’“/3%2«”(10))
Bi((3/2)2/3€i27k/3 1y, 2, (w))

= %erfc(w\/%) (91)

uniformly on compact subsets of Rew < 0.
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0.10,

0.80 082 0.84 086 0.88 0.90 092 10 0.12 0.14 16 0.18

Fig. 11 Magnifications of the regions labeled in Figure 10. Region A shows the approximations
for the zeros in that region, represented as crosses, which are given by the corner scaling limit
in (91). Region B shows the approximations in that region given by the curve scaling limit in
(90) using the indicated reference point .
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7.6 Parabolic cylinder functions

The parabolic cylinder function U(a, z) is an entire function which is defined for
a,z € C as the solution of the differential equation

d2u 1 2
@ — (ZZ + a) u=20
identified by the asymptotic behavior

Ula, z) ~ z7a71/267z2/4

as |z| = oo with |argz| < 37/4 — € and

_ _—a-—1/2 —2%/4 2T Fima ja—1/2 z%/4
Ula,z) =z e [1+0(1)] £ Tlat1/2) 1/2)6 z e [1+40(1)]

as |z| — oo with 7/4 4+ € < +argz < 5m/4 — ¢, where in the latter appropriate
choices for the branches of 27712 and 2%~/ and an appropriate determination

of arg is made [2, eqns. 12.9.1 and 12.9.3]. These functions are sometimes written
using the alternate notation

D,(z)=U(-v —1/2,z),

as in [1, sec. 19.3].
From the above asymptotic it follows that U has three directions of maximal
exponential growth. Indeed, for any € > 0 there is a p < 1/4 such that

%(—z)a*l/2 exp[1(—2)7] for |arg —z| < w/4 — ¢,
U eim(@/2+1/4) (j)ma=1/2 exp[i(iz)Q] for —mw/d+e<argiz<mw/2—g,
(a,2)~ —im(a/241/4) ( /:\—a—1/2 17702 .
e (z/1) exp[;(2/i)?] for —m/2+ € <arg(z/i) <m/4—c¢,
O(exp(,u|z|2)) otherwise

as |z| = oo uniformly in each sector. As with the Ai function we will consider the
half-open sectors 0 < targz < 3w/4 to be maximal growth sectors even though
the maximal growth rays arg z = +7/2 do not bisect them. With this in mind, the
discussion in Subsection 4.3 and Theorems 9, 10, 11, 12 and 15 yield the following
collection of results.

Theorem 23 Let p,[U](z) denote the n'™ partial sum of the Maclaurin series for
Ula,z), let

S = {z eC: ‘zZexp(l —22)‘ =1, |2 <1, and —7/2 <argz < 71'/4},
and define

Srja=8SN{zeC: |argz| < w/4}, S+ =385, S_ =5

ny1/2
m=(5)"

and
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The limit points of the zeros of the scaled partial sums pp—1[U](2rnz) which do
not lie on the rays arg z = £3m/4 are precisely the points of the set

S U—iS_U 7571./4.
Let £ € Sy, £ # 1, and define

T:Im(§2 1 7210g§>7

Tn = o (mod 27), —w <7y <,
on = LG (mod 27), -7 <o, <m,

1 _ logn W — 1Ty
Zn(w) = § (1 + 2(1 - 2)n - (1 *{2)77,) )

2 _ (2a +1)logn  w —ion —iTn

23(w)—1— /nlogn_ w — 0y
" o n 2v/knlogn’
where kK = —(2a 4+ 1)/2.
If Rea > 0 then

and

pn—l[U}(—QTnz,}l(w)) _ 51/2—0,6—“;

U, -2k () 2yA(1 =)

if Rea = 0 then

Pn—1[U](=2rnzp (w))
Ula, —2rnzk (w))
1 I'(a+1/2)r, (iln exp{i.ﬂ(a/Z +1/4)}

=1 lie 1921 i—¢
(—i) " exp{—in(a/2 + 1/4)} e v
- : ) s o

as n — 00, and if Rea < 0 then

Pr—1[U)(=2rn 23 (w))
Ul(a, —2rn22(w))
1 (exp{iﬂ'(a/Q +3/4)} n (—1)" exp{—im(a/2 — 1/4)}) I'(a+1/2)e™"
7;_5 i+§ 2a+3/2ﬂ-§a71/2

+0(1) (92)

as n — 0o, with each limit holding uniformly on compact subsets of the w-plane.
IfRea > —1/2 then
P [UN(=2rn(1+w/vn)) _ 1

A a2 1wy 2 o)
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and if Rea = —1/2 then

Pr—1[U](=2rn (1 + w/y/n))
Ula, =2rn(1 4+ w/v/n))

= %erfc(w) — <(7i)nema/2 + inefmap)

I(a+1/2)e ™"

+ o(1
4a+17r\/§ ( )

as n — 0o, with each limit holding uniformly on compact subsets of Rew < 0. If
Rea < —1/2 then

Pr—1[U](=2rnz; (w))
Ula, —2rpz3 (w))

I'(fa+1/2)e™™
20+27

- 17(ei7ra/2 + (—1)"67”'1/2) +o(1) (93)

as n — oo uniformly on compact subsets of the w-plane.

Remark 14 The parabolic cylinder function has three directions of maximal ex-
ponential growth (z = —oo and z — +i00), each of which have different arc and
corner scaling limits depending on the value of Rea. In total there are 12 different
scaling limits that can be obtained from the results in this paper. For example,
when Rea < 1/2 we have

. pa1[Ul(£2irn(1+w/\/n)) lerc y
I T 0, 22 (L w2 o) (94)

uniformly on compact subsets of Rew < 0. Rather than listing all of these limits
in Theorem 23 we have focused only on the ones relating to the direction z — —oo.

8 Conclusion

In his 1944 thesis [19] (see also [20]), Rosenbloom considered arbitrary entire func-
tions with positive, finite order defined by power series

f(z) = Z arz"
k=0

and showed that, if some subsequence of f(|an|™*/™2)Y/™ converges to an analytic
function g(z) on some domain X, then the zeros of the subsequence of scaled partial
sums pn[f](Jan|"1/™2) converge to the curve |g(z)/z| = 1 in X. For example,
Rosenbloom tells us that if

lim f(|an| ™Y ez)!/" = € (95)
n— oo

in some domain then the zeros of the scaled partial sums p,[f](|an| "'/ ez) con-
verge precisely to the classical Szeg6 curve |ze! ™| = 1 in that domain.

These results can be thought of as the “first-order” theory for the zeros of
partial sums of power series for entire functions. Given the above information
about the limiting behavior of f(|an|~*/™2)'/™, Rosenbloom deduces the limiting
behavior of the zeros of the scaled partial sums pn[f](Jan] ™1/ "2).
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1.0 0.5 0.0 05 10

Fig. 12 The zeros of p,—1[U](2rpz) for a = —2 and n = 200 and their limit curve.

The assumptions made in this paper are stronger than Rosenbloom’s. Whereas
Rosenbloom would only assume something like (95), we would instead assume that

f(nz) ~ bpz*e™® (96)

as n — oo for z in some domain for some sequence (b,) of complex numbers.
Rosenbloom-type results can indeed be deduced from this—i.e. the proper scaling
of the zeros (they will scale like n), as well as the fact that the zeros of the scaled
partial sums pn—1[f](nz) will accumulate on the portion of the classical Szeg8 curve
|ze'~#| = 1 in the relevant domain. However, under this stronger assumption (96)
we can go one step further than Rosenbloom and deduce not only how quickly
the zeros approach the limit curve but also information about their geometry as
they do so. In this way the results in this paper can be considered part of the
“second-order” theory of the zeros.

The scaling limits in Section 5 tell us that the scaled partial sums of the
entire functions we consider have zeros which approach their limit curve at a
rate of approximately logn/n, which are (locally) separated from each other by
a distance of approximately 1/n, and which approximately lie on straight lines
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Fig. 13 Magnifications of the regions labeled in Figure 12. Region A shows the approximations
for the zeros in that region, represented as crosses, which are given by the corner scaling limit
in (94). Region B shows the approximations in that region given by the curve scaling limit in
(92) using the indicated reference point £. Region C shows the approximations in that region
given by the corner scaling limit in (93).

parallel to their limit curve. Similarly, the scaling limits in Section 6 tell us that
the scaled partial sums have zeros which either

— approach the convex corner of their limit curve at a rate of approximately
1/4/n, are (locally) separated from each other by a distance of approximately
1/4/n, and approximately lie on rays with arguments +3m/4 originating at the
corner of the curve, or

— approach the convex corner of their limit curve at a rate of approximately
v/ (logn)/n, are (locally) separated from each other by a distance of approx-
imately 1/4/nlogn, and approximately lie on a straight line perpendicular to
the ray from the origin through the corner of the curve.

The details of these facts are given in Subsections 5.4 and 6.4.
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This second-order information is detailed enough to imply the validity of the
Saff-Varga Width Conjecture for these entire functions in their maximal exponen-
tial growth sectors. However, while substantial, this class of functions is smaller
than the one considered by Rosenbloom. A verification of the Width Conjecture
for Rosenbloom’s class would mark a significant step forward in the theory. It
would be interesting to see whether the ideas and techniques used here can be
generalized to that case.

A proof of the Width Conjecture in the general setting still eludes us.

Acknowledgements In memory of my grandmother, Jacquelyn Gray Belzano.
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